ring 10–30 min after totality. However, Fernandez et al. in their 1994 total eclipse observations found a surface temperature decrease of 3°C, with the lowest value occurring about 7 min after totality. The present observations also confirm similar changes in the atmospheric parameters. The time lag between the temperature minimum and the time of totality may be interpreted in terms of the thermal inertia of air and ground. Due to its dependence on temperature, relative humidity increases as a consequence of decrease in temperature (third panel, Figure 5).
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Prediction models for peak expiratory flow rates in North Indian male population based on ordinary and weighted least square estimation
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The present study was carried out to establish physiological norms (best regression equation) to predict peak expiratory flow values among the North Indian male population with a statistically appropriate model. The study aims to establish the best statistically sound multiple regression model for predicting peak expiratory flow rate in the North Indian healthy population considering age, height and weight as predictor variables. One hundred and thirty-seven normal male subjects aged between 20 and 69 years, who had come from different parts of Lucknow to attend a science exhibition, India were selected for the study. The ordinary least square multiple regression model was used for the study. Residuals in this model were heteroskedastic. Therefore, the model proposed by Prasad et al. and the weighted least square models were also used for the study. All the models were compared statistically. The proposed weighted least square model was found to be best fitting model, which had minimum residual standard deviation, maximum explained variation and most precise regression coefficient estimates.

Keywords: Least square model, male population, peak flow rate, prediction models.

PEAK flow rate (PEFR) is one of the useful and simple parameters for assessing the lung function status in gen-

---
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eral population and also for making a diagnosis and monitoring treatment of patients with bronchial asthma and chronic obstructive lung disease. Many studies on PEFR in normal men and women belonging to different populations representing various racial and ethnic groups have been carried out in India\textsuperscript{14} and abroad\textsuperscript{10-15}. Multiple regression models considering PEFR as a dependent variable, and age, height and weight as independent variables were fitted and globally compared by Mathur et al.\textsuperscript{10}, representing various racial and ethnic groups. In almost all the studies, the regression coefficients of age, height and weight were calculated using ordinary least square (OLS)\textsuperscript{5-14} approach, without examining the homoskedasticity of residuals with respect to predictor variables, which is an integral part of model-building\textsuperscript{17-19}. The residuals are generally heteroskedastic, i.e. the standard deviation of the error term is not generally constant over all values of the predictor variables. The assumption of constant standard deviation, however, clearly does not hold in every modelling application. There is only one study done by Prasad et al.\textsuperscript{20}, where the heteroskedasticity was examined. They observed empirically that the error variance was not constant, but tends to increase with age.

The present study was carried out to establish physiological norms (best regression equation) to predict peak expiratory flow values among the male population from the northern part of India using a statistically appropriate model. The OLS model, the model proposed by Prasad et al.\textsuperscript{20} and weighted least square models were compared by examining the residuals, comparing the standard error of the regression coefficients of age, height and weight, coefficient of determination and residual standard deviations of each model.

The study was carried out on 137 male, non-smoker subjects aged between 20 and 68 years. The subjects were selected from different parts of Lucknow, India, who had attended science exhibition organized by the CSIR. Data were collected by the authors (S.K.R. and C.K.), who specialize in clinical and pulmonary physiology.

A detailed history and clinical examination of individuals was carried out. Subjects who were asymptomatic were chosen for the study. PEFR, defined as the maximum rate of expiratory air flow after a single deep inspiration, was measured using Wright’s Peak Flow Meter (Clement Clarke, UK). Prior to measuring PEFR, clear instructions were given to each subject. The test was performed three times on each subject and the highest value among the three was selected for data computation. Age in completed years, standing height in nearest centimetre without shoes and body weight in kilograms with minimum clothing were recorded for each subject prior to PEFR recording.

**OLS model (model 1):** The multiple linear regression model considering PEFR as a dependent variable and age, height and weight as independent variables was fitted\textsuperscript{15}. Homoskedastic of error variance (residuals) with respect to predictor (independent) variables was tested using graphical and statistical methods. In the graphical method, scatter diagrams of residuals and predictor variables were plotted. White’s chi square\textsuperscript{21} was calculated for testing the homoskedasticity of residuals.

Weighted least square models: The most important assumption in regression modelling was that each data point provides equally precise information about the deterministic part of the total process variation, i.e. standard deviation of the term is constant over all values of the predictor variable and this assumption does not hold in the OLS model. There are two basic approaches to obtain precise estimates of the regression coefficients.

(i) Transforming the data (model 2): The model of Prasad et al.\textsuperscript{20} was used, where both independent and dependent variables were transformed by dividing the data of all variables by age, as it was observed empirically that the error variance tend to increase with age. The regression model was fitted considering PEFR/age as dependent variable and 1/age, height/age and weight/age as independent variables.

(ii) Using weights: In weighted least approach, the values of the constant and the regression coefficients were estimated which minimizes residual sum square

\[
\text{RSS} = \sum W_i (Y_i - \hat{Y}_i)^2,
\]

where \(Y\) is the observed PEFR, \(\hat{Y}\) the predicted PEFR using OLS method, and \(W_i\) are the weights to be estimated. Two techniques for estimating the weights used were Residualized method and log likelihood method\textsuperscript{22}.

Residualized method (model 3): The residuals from OLS were squared, denoted by residsq. Residsq was regressed on independent variables (age, height and weight) to get the predicted values denoted by pre_2. All independent and dependent variables were transformed as follows

\[
W_iXi = Xi/\sqrt{\text{pre_2}},
\]
\[
W_iY = Y/\sqrt{\text{pre_2}},
\]
\[
\text{Wtqroot} = 1/\sqrt{\text{pre_2}}.
\]

Regression analysis through the origin was carried out considering the variable WtY as dependent, and Wtqroot and WtXi as independent variables to get the desired regression model.

Log likelihood method (model 4): The weights were iteratively determined with the log likelihood procedure using the SPSS 10.0 software package considering age, height and weight as independent variables and observed PEFR as the dependent variable. Each variable (both dependent and independent) was considered separately as a source of heteroskedasticity, as a weight variable considering power values from \(-2\) to \(+2\) with an increment of 0.5. The log likelihood estimates for different models for each power value were calculated. The variable and power
which gave maximum value of the likelihood ratio were chosen.

The statistical results were compared by computing the standard error of the constants and regression coefficients, residual standard deviation (RSD) and the explained variation ($R^2$) of each model. The model which had minimum standard error of regression was also considered as the criterion for the best regression model for predicting PEFR.

Table 1 shows age, height, weight and observed PEFR values (mean ± SD), Table 2 shows mean PEFR values in different age groups. The OLS model fitted was

$$PEFR = \beta_0 + \beta_1(age) + \beta_2(height) + \beta_3(weight) + \varepsilon.$$

(model 1)

In this equation, $\beta_0$, $\beta_1$, $\beta_2$ and $\beta_3$ are regression coefficients and $\varepsilon$ is the random disturbance. The regression coefficient estimates, $R^2$ and RSD of this model are presented in Table 3. As indicated earlier, model-fitting is incomplete without regression diagnostics. Residuals from the OLS method were found to be heteroskedastic, as scatter diagrams of residuals with predictor variables increased with increase in the predictor variables, White’s chi square statistics for homoskedasticity was also found to be statistically significant ($\chi^2 = 13.0, P < 0.001$).

The model by Prasad et al. was applied to the data. The model considered was as follows

$$\frac{PEFR}{age} = \beta_0(1/age) + \beta_1 + \beta_2(height/age) + \beta_3(weight/age) + \varepsilon/age.$$

(model 2)

The regression analysis was performed with transformed variables. PEFR/age was considered as dependent variable, and 1/age, height/age and weight/age as independent variables. The equations of the fitted lines in terms of original variable were obtained after multiplying both sides of model 2 by age. The coefficients and the corresponding statistics are presented in Table 3.

The residualized regression model was fitted as follows

$$(PEFR/\sqrt{\text{pre}_2}) = \beta_0(1/\sqrt{\text{pre}_2}) + \beta_1(age/\sqrt{\text{pre}_2}) + \beta_2(height/\sqrt{\text{pre}_2}) + \beta_3(weight/\sqrt{\text{pre}_2}),$$

(model 3)

where pre_2 is as defined earlier. The coefficients and the corresponding statistics are presented in Table 3.

The log likelihood function (model 4) was found to be maximum with power value of 0.5, when the dependent variable PEFR was considered as the source of heteroskedasticity. So weight was estimated as

$$W_t = 1/(\text{observed PEFR})^{0.5},$$

and the residuals and predicted values for each subject were calculated as

$$\text{Resd}_2 = (\text{Resd}_1)^* \sqrt{(W_t)},$$

$$\text{Pred}_2 = (\text{Pred}_1)^* \sqrt{(W_t)},$$

where Resd_1 and Pred_1 are the residuals and predicted values from OLS. The corresponding regression coefficients and other statistics are presented in Table 3. Model 3 was found to be the best-fitting model, which has maximum $R^2$ (0.907) and minimum RSD (0.008) and the regression constant and coefficients of age, height and weight were most precise (minimum standard error) compared to the other three models.

PEFR norms in the form of multiple linear regression model in male adults have been developed by various authors in India and abroad, where regression constant and coefficients for age, height and weight were estimated using OLS method, without examining the residuals. A comparison of these models indicated that explained variation ($R^2$) in PEFR by the explanatory variables ranged between 17 and 29% and the RSD between 39.9 and 91. In the present study using the OLS model (model 1), the values were almost in the same range ($R^2 = 35.3$, RSD = 67.4), though the sample size in most of the studies was much more and almost the same in only two studies.

In most of the previous studies the emphasis was on finding the relationship between age, height, weight and PEFR. It was observed that the mean PEFR values declined with the advancement of age. Our study also demonstrated similar findings (Table 2). The present study takes residuals into consideration for model-building and compares the OLS model with the weighted least square models developed in the present study. As a consequence of this residual analysis, variation in PEFR explained by the fitted models improved to 69, 90.7 and 37.8% for models 2–4 respectively, compared to 35.3 for model 1.

### Table 1. Mean values for age, height weight and PEFR (n = 137)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (yrs)</td>
<td>46.0 ± 10.4</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>161.1 ± 8.6</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>54.9 ± 13.0</td>
</tr>
<tr>
<td>PEFR (l/min)</td>
<td>292.6 ± 119.4</td>
</tr>
</tbody>
</table>

### Table 2. PEFR values (mean ± SD) in different age groups

<table>
<thead>
<tr>
<th>Age group (yrs)</th>
<th>N</th>
<th>PEFR ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>20–29</td>
<td>14</td>
<td>346.7 ± 104.9</td>
</tr>
<tr>
<td>30–39</td>
<td>19</td>
<td>329.3 ± 107.4</td>
</tr>
<tr>
<td>40–49</td>
<td>46</td>
<td>328.7 ± 116.2</td>
</tr>
<tr>
<td>50–59</td>
<td>60</td>
<td>248.6 ± 115.7</td>
</tr>
<tr>
<td>60+</td>
<td>7</td>
<td>197.0 ± 67.0</td>
</tr>
</tbody>
</table>
The linear additive model used in the present study is generally preferred over other models, because it is simple and convenient and the sum of squares explained by the model are adequately represented. Khosla26, however, used a multivariate model to obtain indices of ventilatory functions in an industrial population from the steel industry. Cole27 added the interaction term of age/height to the regression models relating Forced Vital Capacity (FVC) and Forced Expiratory Volume in 1 second (FEV1) to physical characteristics. In a subsequent study, he preferred a proportional model. Malik et al.1 used a polynomial model with age for relating PEFR to physical characteristics. Gupta and Mathur2 reported that all these models had similar predictive capacity for pulmonary functions in a normal healthy population.

The regional and ethnic differences were also compared by plotting the predicted values of PEFR (Figure 1) from different studies carried out in India and abroad. Studies conducted in North India1,2,26 showed almost similar values; however, a study by Rastogi et al.3 in asymptomatic industrial workers from North India had higher values due to higher physical activity involved in work and use of safety gadgets to reduce the exposure of toxicants, resulting in better lung-function values. In the present study lowest PEFR values were observed compared to other studies carried out in India1,2,5,20. This may be due to decline of PEFR with age, and mean age, of the studied population was found to be higher compared to the other studies. The PEFR values of men of European descent10,11,13-15 were greater than those of Indians. The differences were quite significant, which may be due to climatic conditions8, and nutritional and genetic factors29 leading to increased lung and chest cage size.

Therefore, the present study may be utilized by clinicians and pulmonary physiology researchers for the research and clinical diagnosis as prediction models for PEFR values in North Indian male population.

![Figure 1. Predicted PEFR in different studies.](image-url)

<table>
<thead>
<tr>
<th>Model</th>
<th>Constant $\beta_0 \pm SE$</th>
<th>Age $\beta_1 \pm SE$</th>
<th>Height $\beta_2 \pm SE$</th>
<th>Weight $\beta_3 \pm SE$</th>
<th>$R^2$</th>
<th>RSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>$-253.118 \pm 177.423$</td>
<td>$-4.750 \pm 0.779$</td>
<td>$3.886 \pm 1.212$</td>
<td>$2.400 \pm 0.802$</td>
<td>0.353</td>
<td>67.4</td>
</tr>
<tr>
<td>Model 2</td>
<td>$-166.638 \pm 165.441$</td>
<td>$-4.667 \pm 0.713$</td>
<td>$3.177 \pm 1.130$</td>
<td>$2.812 \pm 0.764$</td>
<td>0.690</td>
<td>0.037</td>
</tr>
<tr>
<td>Model 3</td>
<td>$-361.852 \pm 153.558$</td>
<td>$-4.477 \pm 0.708$</td>
<td>$4.644 \pm 1.089$</td>
<td>$1.892 \pm 0.761$</td>
<td>0.907</td>
<td>0.008</td>
</tr>
<tr>
<td>(proposed model)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 4</td>
<td>$-250.011 \pm 171.494$</td>
<td>$-4.980 \pm 0.780$</td>
<td>$3.936 \pm 1.177$</td>
<td>$2.063 \pm 0.789$</td>
<td>0.378</td>
<td>4.067</td>
</tr>
</tbody>
</table>

Estimation of effect of gasoline quality improvement on reduction of air toxic emissions in Dhaka

Rajesh B. Biniwale and A. F. Ballofett

1National Environmental Engineering Research Institute, Nagpur 440 020, India
2Balloffet International, LLC, 2306 Eastwood Drive, Fort Collins, CO 80525, USA

Gasoline quality improvement alone can reduce total pollution load from vehicles to a considerable extent. A spreadsheet-based model has been developed in the present study to demonstrate this. An annual emission inventory for gasoline-driven vehicles was prepared with respect to volatile organic compounds, toxic air pollutants and nitrogen oxides using vehicle popula-
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