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Simulation of Antarctic sea ice
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Semtner’s three-layer sea ice model and Winton’s refor-
mulated three-layer sea ice model have been applied
to the Antarctic region (where there are chances of sea
ice disappearing in the summer leading to open water)
for simulating some features of sea ice using the ECMWF
re-analysis data. The results of the simulation have been
compared with the observation.

Keywords: Antarctica, ECMWF re-analysis, sea ice,
Semtner model, Winton model.

IT has been observed over the years that any change in
the circulation pattern of the oceans, particularly the deep
oceans, results in climatic changes. The characteristics and
circulation of 50 to 60% of sub-surface waters in the oceans
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are determined by what happens at the air—sea interface
of the Southern Ocean surrounding Antarctica. It repre-
sents about 20% of world ocean surface and the Antarctic
sea ice forms an important component of the ocean heat
exchange engine. The Antarctic ‘sources’ of deep water
provide one of the major controls on climate. Changes in
sea ice cause water mass modification both in the region
where ice is formed (or freshwater is removed) and in the
region where ice melts (or freshwater is released to the
ocean). Further, sea ice is substantially non-uniform in
thickness and distribution and does not behave as a pas-
sive tracer drifting with the wind or ocean currents. The
heat budget of the polar regions is dominated by the pres-
ence of sea ice, which reduces the amount of solar radia-
tion absorbed at the earth’s surface by a factor of five to
eight. This is due to the high albedo of sea ice which
ranges between < 0.5 for melting bare ice and > 0.85 for
snow-covered cold ice. In contrast, the ice-free ocean has
an albedo of below 0.1. As a result, a reduction in ice extent
due to perturbations in the atmospheric heat transfer into
the polar regions exposes more of the ocean, which in turn
increases the amount of solar heating, further amplifying
the ice retreat. Antarctic sea ice extent, ranging between
20 x 10° km® (in winter) and 2.5 x 10° km?® (in summer),
is an important component of the global climate system. Its
growth and decay have a significant impact on the circu-
lation of the world oceans and on the large-scale oceanic
heat and gas transport. Such ice-albedo feedback processes
are capable of modulating the global energy balance.

One of the earliest attempts to simulate polar sea ice was
by Maykut and Untersteiner', which was further simplified
by Semtner’. Semtner considers a three-layer model for the
sea ice, with a single snow layer overlaying two equally
thick ice layers with constant heat conductivities. Winton®
reformulated Semtner’s model by considering the upper ice
layer to have a variable specific heat resulting from brine
pockets and the lower ice layer having a fixed heat capa-
city. A zero heat capacity snow layer lies above the ice. Heat
fluxes at the top and bottom surfaces are used to calculate
the changes in ice and snow layer thickness. All prevalent
climate models use Semtner’s model in one form or the
other. Some of the recent climate models such as MIT
gcm, have incorporated Winton’s reformulation. Both
Semtner and Winton have formulated their sea ice models
considering only the vertical thermodynamics of sea ice and
validated their models for the Arctic region. In the pre-
sent study, we have applied these models to the Antarctic
region where there are chances of sea ice disappearing in
the summer and an inter-comparison of the results has
been made.

Semtner’s three-layer model deals with the thermo-
dynamic part of sea ice considering it to be a static, verti-
cal slab of ice. The thermodynamics used in the model is
one-dimensional (z) and does not include the horizontal
variations of sea ice. Semtner considers one snow layer of
thickness /i, lying over two layers of ice of equal thickness
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(hi/2). The grid points for each layer lie at the centre of
the layer. The temperatures in the snow and ice layers are
computed using the one-dimensional heat equation:

2
pc'a—T =k 8_]2“ 8
or dz

where p is the density of snow or ice, ¢’ the snow or ice
heat capacity, T the temperature, f the time, k the snow or ice
conductivity and z is the vertical coordinate. Vertical flux
balance condition is used to compute changes in thickness
of snow and ice layers and changes in the temperature within
the layers, at the central grid points.

The driving force of the thermodynamic model is the net
heat flux received from the atmosphere in the snow or ice
layer, which keeps changing throughout the year. A simple
parameterization is used for the energy trapped in brine
pockets, which act as reservoirs for heat of fusion. The heat
stored in the reservoir is prevented from accumulating
more than 30% of the amount needed to melt all the ice.
When this maximum is reached, the heat of fusion at the top
of the ice is reduced by 30% and heat from the storage
reservoir supplies the remainder”.

For a time step of 8 h, the individual ice layers must
remain thicker than 25 cm for the stability of the numerical
method and in case they become less thicker, a layer is
removed and the temperatures are re-interpolated to the
centre of the remaining ice layer. If the total ice thickness
drops below 25 cm, the ‘three-layer’ model switches itself
to the ‘zero-layer model” using simple mass-budget equa-
tions. Similarly, snow temperatures are predicted only for
snow thickness above 15 cm. Ice and snow may disappear
altogether and again reappear when the sea surface reaches
freezing temperaturez.

Winton has reformulated the Semtner’s model, but kept
the layer structure of the model intact. The thermody-
namically active brine pockets are assumed to be concen-
trated at the upper ice layer. For pure ice, the internal
energy per unit mass of ice (J/kg) is

E=_L+TC, 2)

where L is the latent heat of melting at 0°C, T is the tempe-
rature of the ice (in °C) and C is the specific heat of pure
ice*. Winton’ used the following expression for the con-
servation of enthalpy in the upper layer of ice:

EI:—L[1+;1%]+C(T+#S), 3)

where S is the salinity of the ice and g is the ratio of
freezing temperature to salinity of brine (with a value of
0.054°C/ppt)’. The first term in the expression is the latent
heat of the ice fraction while the second term is the enthalpy
of ice. Thus the storage of latent heat inside the ice result-
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ing from trapping of shortwave radiation by the brine
pockets is taken into account. The reformulation im-
proves the model physics by representing the brine con-
tent of the upper ice layer with a variable heat capacity
and the lower ice layer has a fixed heat capacity. A zero
heat capacity snow layer lies above the ice. For the fixed
heat capacity lower ice layer the enthalpy is given by

E,=-L+ C(T + us). (C)]

The surface temperature is determined by balancing the
conductive flux to the surface with the upward flux of
heat leaving the surface. An excess of conductive flux to
the surface is used towards surface melting. At the bottom
of the lower ice layer the difference between the oceanic
heat flux and the conductive flux of heat upward contributes
to melting (or freezing, if negative).

A physically realistic model should accurately repre-
sent the heat capacity of sea ice and the energy of melting,
which differ from the values of pure ice, especially near
0°C. The difference is mainly due to the brine pockets,
which change in size in order to remain in thermal equi-
librium with the ice’. When there is no snow on the ice,
Semtner’s model allows ice to store heat up to a certain
extent in an internal heat reservoir and this heat is used to
keep the upper ice temperature at —0.1°C, unless the heat
reservoir is exhausted. Semtner does not make an appro-
priate correction to the latent heat of melting at the upper
ice layer, to account for the internal brine pocket melting.
As aresult, more energy is applied towards melting at the
upper ice layer than is necessary and hence energy is not
conserved. However, Winton simulated the brine content
of the upper ice rather than parameterizing it, as was done
by Semtner to reduce the number of grid points by about
one tenth and simplified the use of a complicated differenc-
ing scheme needed to allow a long time step”. Semtner’s
model allows storing of heat in a reservoir to account for
the heat stored in brine pockets. However, this heat stored
needs to be conserved and not parameterized, for cor-
rectly estimating the ice growth and decay and the timing
of ice thaw and freeze-qu. Therefore, in order to make the
physics of the Semtner’s model more realistic Winton in-
troduced the depth-dependent conductive coupling at the
snow—ice interface as well as at the ice interface between
the two ice layers. Snow is a poor conductor of heat com-
pared to ice and its presence markedly affects the vertical
profile of the ice. As the ice melts, its conductivity de-
creases and this has to be faithfully represented in a ther-
modynamic sea-ice model. Semtner had to use an extra
temperature grid point 7, at the midpoint of the snow
layer and the ice surface temperature 7; is calculated using
the flux balance condition between the ice and snow layer
as follows:

PR VNP Ut V)
Y Z R W)

, &)
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where, k; is the ice thermal conductivity and k; is the snow
thermal conductivity. But, Winton made effective use of
depth-dependent conductive coupling as k;,, at the snow—
ice interface and k5, at the interface between the two ice
layers as given below:

Ak kg 2k,
=—3*t2 k. =—1, 6
Y2 koh + 4khg N ©)

This eliminates the use of temperature grid point 7, simpli-
fying the model numeric and reducing the number of ini-
tial inputs required for running the model. Further,
Semtner used a 10% smaller heat of fusion at the bottom
of the ice to compare his model with Maykut and Unter-
steiner’, while Winton did not use such approximations.
Also, Semtner’s model has no provision for snow-to-ice
conversion and vice-versa. Hence, Semtner’s model may
not be able to determine the snow thickness accurately,
which is a serious drawback. Winton has made two internal
adjustments for this phenomenon, the first converts snow
by Ahs below the waterline into upper ice layer by Ah;
where

A =—max| | h —Pe"Pry 1P o)
p: pW

A =max || b — PPy |Ps
pS pW

and p,, p; and p, are the density of sea water, ice and snow
respectively, while /; and /; are the ice and snow thickness
respectively. The second adjustment is the change in tempe-
rature of the upper ice layer due to addition of the zero
heat capacity snow to it. This is done on the basis of en-
thalpy conservation.

As the ice thickness reaches below 25 cm, the three-
layer Semtner’s model switches itself to the zero-layer
model. In Winton’s model there is no need of switching
to a zero-heat-capacity model as the ice becomes thin,
thus reducing the computational time.

Both Semtner” and Winton® had applied their models in
the Arctic region where there is multiyear ice with mean
thickness ranging from 3 to 4 m. Therefore, switching of
Semtner’s three-layer model to zero-layer model is not so
evident. In the Antarctic region there are chances of sea
ice disappearing in the summer, leading to the formation of
open water or leads. About 80% of Antarctic sea ice is
composed of thin first-year ice (about 0.5 m in thickness),
which disappears in summer.

In the Antarctic region the sea ice thickness variability
ranges from O to 2 m hence the time stepping in both the
models was reduced to 2 h. Consequently, Semtner’s ‘three-
layer’ model switches itself to the ‘zero-layer’ model if the
total ice thickness drops below 12.5 cm and the temperature

0} , N
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Table 1. Average of 44 years data (1958-2001) from ECMWF re-analysis
Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.

Incoming Mawson  325.15 23824 127.30 40.35 5.11 0.02 1.37 21.83 91.63 208.34 313.40 359.84
shortwave Davis 33585 225.15 110.16 30.67 2.44 0.01 0.49 1572 8044 19517 31391 376.02
radiation (F;) Casey 274.03  195.02 102.88 36.64 6.41 0.78 2.64 2164 8438 18695 287.16 315.68
Wm™?

Incoming Mawson 222.79 19523 169.88 154.18 147.65 146.26 140.74 139.31 140.27 150.72 188.11 221.31
longwave Davis 211.59 19834 180.82 16299 157.33 157.20 149.27 147.16 147.46 158.13 184.24 207.89
radiation (F.) Casey 259.67 24839 235.05 216.36  207.25 207.56 202.12 197.80 193.08 204.68 227.59 251.72
Wm™?

Sensible Mawson 6.12 14.53 20.91 32.77 40.18 4529  44.09 4240 34.13 2212 9.61 3.17
heat Davis 4.32 9.10 16.48 31.20 37.39 40.27 3947 3780 3043 19.09 9.22 2.96
flux (Fr) Casey 0.66 -1.92 -9.26 -11.47 -2.78 7.55 11.40 9.65 5.69 1.60 1.35 0.57
Wm™?

Latent Mawson -16.17 -11.66 -9.82 -4.83 -3.55 -331 -2.84 -3.02 -3.74 -6.04 -13.59 -20.27
heat Davis -16.65 -13.35 -10.03 —4.41 -3.29 -4.04 -397 449 -501 -691 -13.02 -18.34
flux (F)) Casey -14.46  -18.39 -23.78 -21.58 -15.27 -9.75 -729 -7.83 -9.08 -11.17 -14.80 -16.42
Wm™?

Albedo (o) Mawson 0.73 0.74 0.73 0.75 0.75 0.67 0.75 0.75 0.76 0.74 0.75 0.74

Davis 0.62 0.6 0.63 0.7 0.72 0.71 0.7 0.73 0.74 0.74 0.71 0.65
Casey 0.34 0.31 0.34 0.48 0.59 0.65 0.71 0.72 0.72 0.72 0.63 0.44
Snowfall (cm) Mawson 0.71 0.62 0.48 0.46 0.49 0.49 0.53 0.6 0.47 0.43 0.75 0.79
Davis 0.36 0.67 0.87 0.79 0.78 0.7 0.69 0.57 0.61 0.56 0.59 0.47
Casey 0.75 0.89 1.37 1.45 1.58 1.89 1.77 1.67 1.43 1.31 1.11 0.91

Location of Australian Antarctic stations.

Figure 1.

grid point T, at the midpoint of snow layer vanishes if
snow thickness drops below 7.5 cm. The ice salinity’ was
kept at 3.2°C/ppt. Both the models were forced with the
ECMWEF re-analysis data (Table 1), which are monthly
means averaged over the period 1958-2001 for the Aus-
tralian Antarctic stations, Mawson (67°36’S, 62°52E),
Davis (68°34’S, 77°58’E) and Casey (66°16°S, 110°31’E)
shown in Figure 1. The albedo ¢ of snow is calculated
using the relation S, = S(1 — ), where S, is the net short-
wave radiation and S is the downward shortwave radia-
tion taken from ECMWE. A value’ of 0.5 was taken for
the ice albedo o;. The snowfall data in Table 1 (from
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ECMWEF re-analysis) were converted from ‘metres of water
equivalent’ to centimetres by multiplying it with 100
and then by 10 to allow for a 1 to 10 expansion from water
to snow. The snow surface temperature and upper ice
temperature were validated from the ECMWF re-analysis
data. The ice and snow thickness observations used for
validation are those observed at Mawson, Davis and Casey,
which are readily available for the years 1982, 1985 and
1979 respectively®.

Monthly variation of the simulated snow surface tem-
perature, upper ice temperature, ice thickness and snow
thickness at the three Australian Antarctic stations ob-
tained from 30-yr integrations of both the models are
shown in Figure 2. They represent the simulated monthly
values after attaining equilibrium. The monthly variation
of snow surface temperature is shown in Figure 2 a—c.
Both the models overestimate the snow surface tempera-
ture at Mawson and Davis except at Casey. Winton’s model
underestimates the snow surface temperature at Casey during
March—June. The snow surface temperatures simulated
by both the models are almost the same in the later half of
the year at all the three stations.

Variation of the upper ice temperature is shown in Fig-
ure 2 d—f. Winton’s model records a low upper ice tempe-
rature at Mawson and Davis throughout the year because
a thick layer of simulated ice prevents the oceanic heat
flux from the bottom and the high snow albedo in these
two regions (see Table 1) obstructs the solar radiation
from raising its temperature. The upper ice temperature
simulated by Winton’s model at Casey is high throughout
the year due to comparatively low snow albedo. As the
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Figure 2. Comparison of simulated results with observations.
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snow albedo picks up and becomes nearly equal to the
values at Mawson and Davis, both the models simulate
almost equal upper ice temperature.

The seasonal variation of ice thickness is shown in
Figure 2 g—i. Semtner’s model underestimates the ice
thickness considerably at all the stations. This may be
due to the fact that there is no provision for conversion of
snow to ice or vice versa in Semtner’s model, leading to
inaccurate determination of snow thickness. The snow
layer is less likely to affect the sensitivity of the Arctic
sea ice to environmental changes but can affect the res-
ponse of Antarctic sea ice cover to present or future cli-
matic changes’. Also, the high oceanic heat flux in the
region contributes to the melting of ice beneath the ice
layer. Winton’s model overestimates the ice thickness for
Davis almost throughout the year, whereas it overesti-
mates the ice thickness for Mawson only for first half of
the year. For Casey, there is not much difference between
the observed and simulated (from Winton’s model) values.
As the ice thickness reaches below 12.5 cm, Semtner’s three-
layer model switches itself to the zero-layer model using
simple mass-budget equations. However, the zero-layer
thermodynamic model does not allow ice to store heat like
the three-layer model and hence it tends to exaggerate the
seasonal variability in ice thickness®.

The monthly change in snow thickness is depicted in
Figure 2 j—/. Both the models overestimate snow thickness
at Mawson, but underestimate it at Davis. The high snow
albedo in the Mawson coast reflects back much of the in-
coming radiative flux, which prevents the snow layer
from melting. At Casey, Semtner’s model underestimates
the snow thickness.

Both the Semtner and the Winton models are able to
capture seasonal variability of Antarctic sea ice using
only thermodynamics. However, thermodynamics as well
as the dynamic processes play a significant role in deter-
mining the thickness of sea ice. Ice motion can lead to
significant changes in sea ice thickness as well as trans-
port of sea ice. Thus, there is need to investigate sea ice
using ice—ocean coupled model that realistically simu-
lates the feedback among the atmosphere, ice and ocean.
Antarctic sea ice variability is likely to be controlled by
both remote and local processes. Simulating the brine
content in the upper ice layer, use of depth-dependent
conductive coupling, and the provision of snow-to-ice
conversion are advantages in Winton’s model.
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Evidences for microbial involvement in
the genesis of speleothem carbonates,
Borra Caves, Visakhapatnam, India
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Speleothem carbonates are normally considered as in-
organic precipitates, but recent work has demonstrated
active biological influence in their formations. The
present work focuses on the microfabric record and
its relation to microbial involvement in the speleothems
from Borra Caves, Visakhapatnam, Thin section petro-
graphy revealed the presence of lithified structures
and micrite, occurring as laminated to clotted with
chocolate-brown blebs and identical to microbialites
observed in modern and ancient stromatolitic carbon-
ates. SEM observations confirmed the presence of calci-
fied bacteria, micro-rods, and needle calcite. Organic
mats (yellow-orange in colour) comprise of mineral-
ized filamentous bacteria, bacterial stalks, cells and
sheaths. These microfabric evidences suggest that micro-
organisms have actively participated in the genesis of
speleothem carbonates.

Keywords: Borra Caves, genesis, microbial involvement,
speleothem carbonates.
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