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COMMENTARY

Usability'of parallel processing computers in numerical

weather prediction

U. N. Sinha and Ravi S. Nanjundiah

On 23 November 1992, the Department
of Science and Technology (DST) con-
vened a meeting to discuss ‘Future Su-
percomputing Strategies for Medium
Range Weather Forecasting’. Subse-
quently it was decided to invite devel-
opers of indigenous parallel processing
systems (PPS) to evolve suitable strate-
gies of implementation of weather fore-
casting codes on their respective
parallel machines. The aim of this proj-
ect, as correctly stated by Basu 1n a re-
cent report 1n this journal', was to
demonstrate amongst the scientific
community whether the PPS developed
in India are capable of handling large
applications with reasonable ease and
also to benchmark the different PPS
machines by running the same applica-
tion code (namely the spectral model at
T80 resolution) with identical initial
and boundary conditions provided by a
common agency (the NCMRWF). DST
realized that India might have a head-
start in the field of parallel computing,
and its attempt to enhance and augment
the indigenous technological base in
this (then) emerging field for a well-
defined national task was indeed com-
mendable.

Basu was the co-odinator of this ex-
ercise and his paper summarizes his
findings and views. In the prescnt note,
we present certain aspects which appear
to have been overlooked by the author
and therefore makes his assessment
misfeading, and offer a different per-

spective on the project and its interna-
tional counterparts based on personal
experience of one of us (RSN) in India

and the US.

Are Indian PPS not good
enough?

The title and abstract suggest that the
paper is generally about the usability of
parallel computing to weather forecast-
ing, while the tone of the paper and its
conclusion suggest that Indian PPS are
not suitable to meet the requirements of
NCMRWF. Basu tries to support this
view with the following comments on
the Indian exercise:

Poor sustained-to-peak ratio

Basu writes, ‘The experience of parallel-
izing the global spectral forecast model
operational at NCMRWF showed that
the PPS computers designed and fabri-
cated in India during 1994 could attain
a sustained-to-peak performance close
to 6%. Since this value is significantly
less than the internationally accepted
figure, it is possible that the basic de-
sign of processor boards used in the
machines was not suitable for spectral
forecast modcl.' During the same period
as the Indian excrcise, Drake et al.?
have published sustained-to-peak ratios
{or the i860 processor (the processor
uscd in India also by NAL, CDAC and
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BARC), and we reproduce their tables
here. Table 1 displays the performance
of the parallel computers in empirical

- studies, and Table 2 shows the proces-

sor's actual performance on meteoro-
logical codes.

Considering that the peak speed of
1860 is 75 Mtlop/s (according to Drake
et al.?), peak of 6% achieved by the
Indian PPS was on par with systems
elsewhere. Drake et al.? admit that their
experience with the i860 (one of the few
processors that have becen extensively
used in parallel computing applications
for meteorology) in regard to its sus-
tained-to-peak speed ratio was less than
satisfactory. Therefore i1t is wrong to
conclude that the rclatively low value of
sustained-to-peak ratio is unique to the
Indian PPS (as suggested by Basu). We
are not aware on what basis Basu drew
his conclusion about ‘internationally
accepted figures’ in 1994,

Scalability

Discussing this issue Basu says: ‘To
ensure scalability of an application code
is not a trivial task even for multitask-
ing, shared memory, vector processing
computer, Distribution of data  and
optimization of inter-processor com-
munication make it even more difficult
for a distributed memory PPS." He
further contends,  ‘Indian machines,
however, have not demonstrated scal-
ability clearly and some more etfort 18
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Table 1. Paraflel computers used in empirical studies, characterized by operating

system version, microprocessor, interconnection network, maximum machine size in

experiments (A), message passing startup cost (1), per-byte transfer cost (), and
achieved per-processor Mflop/s at single and double precision (from ref. 2)

Name 0S Processor Network N

Paragon SUNMOS 1.6.5 iB6OXP 16 x 64 mesh 1024

SpP2 AlX + MPL Power 2  multistage crossbar 128
MB/s Mtlop/s

Name ¢ {us) ¢ (us) (swap) Single Oouble

Paragon 72 0.007 282 11.60 8.5

SP2 70 0.044 45 44 86 53.8

Table 2. Elapsed time per model day and computational rate at T170 resclution on
the Paragon and SP2 for double precision and single precision (ref. 2)

Computational rate

Name Nodes Time/model day (s} Gflop/s Mflop/s/node

Double precision

Paragon 512 1510 1.71 3.3
1024 814 3.1% 3.4

S5P2 128 10982 2.27 18.5

Single precision

Paragon 1024 525.6 4.93 4.8

SP2 64 1606 1.61 25.2

SP2 128 1077 2.40 18.8

required’. Basu is well aware of the fact
that a small sequential element in a pro-
gram can significantly limit the effec-
tiveness of the parailelizing exercise.
But the fact that such a small element
existed was neither apprehended by the
experts at NCMRWF nor by the devel-
opers (who, it must be stated, did not
have much earlier experience with the
T8Q code). The NCMRWF Tg0 global
spectral model has its origins in the
NCEP model, which has been largely
shaped by Sela with Basu as cone of the
co-authors®. Sela’s experience in paral-
lelizing this model on a shared memory
vector parallel machine (clearly the
author’s favourite), viz. C90, is very
succinctly summarized i1n Figure |
(reproduced from Sela").

We would like the reader to note that
the efficiency of the C90 with 4 proces-
sors was 77.5% and with 8 processors, it
was 68.75%. Hence the Indian efforts
in the DST project were comparable to
efforts elsewhere at the same time (with
the disadvantage of little support from
the 1ndustry in contrast to the close
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interaction between industry and re-
search groups in most efforts else-
wherel.

Basu correctly states that, unlike the
implementations of the ECMWF model’
and the NCAR modcl* where consider-
able effort was devoted to developing
codes that were scalable, Indian PPS
developers did not make efforts in this
respect. The following must, however,
be stated:

1. This was the first implementation of
the moadel, and the general experience
is that such first implementations of
any software are rarely optimal,

2. The project was closed in March
1996, just as these initial implemen-
tations were completed.

3. The efforts of PPS dcvelopers after
March 1996 have not been consid-
ered in Basu’'s paper, on the pretext
that model outputs have not been
examined!

Out of scientific curiosity we have
conducted further studies on the scal-

- P

Table 3. Comparison of maximum theo-
retical and actual achieved efficiencies on a
4 processor SGI power challenge (ref. 6)

Maximum
No. of  theoretical Efficiency
procs etficiency achieved

Case A C-asa B Casg A Cése B

100.0 100.0 100.0

1 100.0

2 895.5 99.5 93.3 96.1
4 87.6 98.6 814 889
8 75.1 96.9 - -
16 8.5 93.5 - -
32 40.5 87.5 - -
64 25.2 82.3 — —

abtlity of this model®. We have found
that the 1nitial parailel implementation
of the NCMRWF code has a sequential
component of 4.7% and its scalability
on an ideal machine (i.e. with maximum
theoretical efficiency, with infinite
bandwidth for communication) is pre-
sented 1n Table 3.

The cause of poor efficiencies in
Sela’s or our earlier implementation can
now be explained on the basis of this
table. Sela’s implementation uses the
strategy of parallel implementation of
grid space computations {Case A in
Table 3). However, we have further
refined the load decompaosition strategy
(Case B). This refinement now includcs
concurrent computing of the linear part
of the model, in addition to decomposi-
tion of loads in physical space. The
sequential part by this strategy reduces
to 0.34%, and the scalability conse-
quently improves dramatically. It must
be pointed out that in the present ver-
sion, the computation of the linear part
is conducted on the summed co-
efficients, whereas this could be done
on the modes themselves (as modes do
not interact in this part of the model).

Had these modifications been per-
formed as part of the Indian project on
the PPS, the results would have been
less misleading, However, we need to
point out that we could arrive at these
conclusions and alternate strategies only
after the initial parallelizing exercise
and after studying the results of this
effort. It is disconcerting that Basu (one
of the co-authors of the NCEP/
NCMRWF model) missed this critical
aspect of Sela’s parallelization, 1.e. the
technique of parallelizing computations
in physical grid space alone would not
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Figure 1. An ATEXPERT report on parallelization on the CRAY C390. The solid line
shows ideal speedup, the lower dashed line speedup when the inverse transform is
structured to ensure reproducibility, and the upper dashed line speedup when this

feature is disabled (from ref. 4).

be scalable (though Sela’s study was
published during the course of the In-
dian exercise). Thus, the Indian parallel-
1zing exercise (with its constraints of
Iimited resources and with little support
from industry) was actually on par with
international efforts at that time.

Reproducibility

During the course of this exercise, re-
producibility was considered a major
1ssue. While reproducibility undoubt-
edly is to be considered, it was given far
more importance than was necessary or
scientifically justifiable. Thus a. signifi-
cant part of the time was spent on ex-
plaining the small systematic differences
between the outputs obtained on the
PPS and the Cray. However, interna-
tional experts’ views on this issue are
far more relaxed. The differences be-
tween the results of the IEEE-compliant
RISC machines and the non-l1EEE
compliant Cray were presented at the
7th ECMWF Workshop on the Use of
Parallel Machines for Meteorological
Applications’. The response was that the
observed differences could be causcd by
a problem in a particular segment of the
Cray’s memory. Even a major modelling
centre such as GFDL (the Geophysical

Fluid Dynamics Laboratory) has taken a
far more lenient view on correctness,
reproducibility and validating the paral-
lel implementation® than the Indian
monitors did. We reproduce here their
views on validation:

"Verification of the correctness of the
model on a different system is an impor-
tant step that must be undertaken before
the model can be used on that system.
Ditferences in compilers, system librar-
ies, internal number representations, and
machine precision can all have signifi-
cant impact on the answers and make
correctness extremely difficult to guar-
antee. This 1s particularly true of certain
SKYHI (GFDL’s GCM) diagnostic
sums which involve differences of large
numbers and are therefore an effective
measure of round-off error. After a sin-
gle time step, differences between
(Cray) YMP and CM-5 (Connection
Machine §, a parallel computer) simula-
Lions in the more scnsitive diagnostics
were less than 107'%, and the largest of
these were attributable to roundoff er-
ror. After one day, the differences grow
to about one per cent for the most sensitive
diagnostics and for long simulations only
qualitative comparisons can be made.”

In contrast, NCMRWF experts in-
sisted that the results be identical to
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begin with, and considerable time was
spent in convincing them of the correct-
ness of the parallel implementation. Had
this time been spent on issues such as
scalability, the quality of parallel im-
plementation might have improved fur-
ther.

Cost effectiveness

In India, unlike in the West, parallel

~processing has evolved as a strategic

necessity and has proved to be ex-
tremely cost-effective. The total devel-
opmental cost at NAL for parallel
processing, over the last decade, is
about Rs 2 crores. Basu says, ‘Such
benefit in the unit cost of computing can
more than compensate the large man-
power investment required to rewrite
the large application code like the fore-
cast model’. It must be mentioned that
the budget for CHAMMP (Computer
Hardware Advanced Mathematics and
Model Physics) initiative of US De-
partment of Energy (DoE) was of the
order of a few million dollars, exclusively
for the development of a scalable parallel
model! The Indian initiative (which in-
cluded both hardware and software) was
conducted at a fraction of this cost.

In the light of Basu’s comments and
their misleading implications, it is per-
haps now necessary that the country
should think in terms of an alternate
centre dedicated to research on issues
related to development of weather fore-
cast models suited/tailored to parallel
computers and running them in a semi-
operational mode, if the Indian parallel
computing inttiative for weather fore-
casting is not to die. If such a centre
were to be started ab initio, the invest-
ment could be around Rs 2 crores
(tncluding infrastructure, a parallcl
computing platform and personnel) over
a period of five years. However if es-
tablishments having infrastructure and
computing platforms, e.g. universities,
national laboratories, HTs, 11Sc, ete. are
willing to take up this task, the invest-
ment may perhaps be lower for augmen-
tation of the existing facilities,

PPS in India — A global
perspective

In case of paratlel computing in general
and  1ts application o meteorological
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computing tn particular, India had a
clear head-start. One of us (RSN) vis-
ited Argonne National Laboratory in
1992 and found that our efforts were on
par with that of the CHAMMP initia-
tive. Thus DST's decision to examine
the feasibility of tmplementing the
clobal spectral model was a sagacious
one. In direct contrast, Basu’s
‘cautious’ approach would lead to 1m-
porting newer models running on off-
the-shelf platforms (which may not be
the state-of-the-art machines). This will
lead to the perpetuation of the obnox-
ious ‘black box’ culture and fritter
away, at tremendous cost, all the techni-
cal gains made by imaginative use of
parallel computing in India. The pros-
pect of an Indian weather forecasting
model addressing problems specific to
the tropics will recede further if such an
attitude continues.

This, interestingly, is 1n stark contrast
to the approach taken by other develop-
ing countries such as Brazil. These
countries are investing large sums of
money {in excess of a million dollars) to
develop indigenous parallel computers
and weather forecasting models tailored
to their needs. Specifically, they are
laying great stress on the reverse engi-
neering of existing codes, to gain in-
depth knowledge of underlying proc-
esses — which hitherto has been exclu-
sive to the developed world.

Even with PPS available in March
1996, operations (five-day) forecasts
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could be produced about four times a
day, and thus could meet the operational
requirement. This, however, 1s not to
downplay the computational needs (for
research and development) of
NCMRWF, but to record the fact that
PPS were capable of satisfying the op-
erational requirements of NCMRWF
even in March 1996. In retrospect, all
we can suggest is that a golden chance
to perform weather forecasts on Indian
machines using parallel verstion of fore-
casting codes implemented by Indians
was missed.

Finally, a word about the reliability
of Indian PPS. One of these systems
was on display and running continu-
ously at Pragati Maidan, New Delhi
during the peak of summer in the year
1995, without any air-conditioning, and
many top DST officials were witness to
this.

In conclusion, we are of the firm view
that the kind of ‘caution’ exhibited in
Basu’s assessment 1S precisely the rea-
son why, even when we find ourselves
on a position of some scientific or tech-
nological advantage internationally,
lack of imaginative decision-making or
a peculiar technological timidity works
to throw away that advantage. Are we
going to embrace parallel computing for
meteorology only after everybody else
in the world has done so — and then rush
to buy those systems from elsewhere,
having starved our promising pro-
grammes by rejection?
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