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As crop yield is determined by numerous input para-
meters, it is important to identify the most important 
variables/parameters and eliminate those that may re-
duce the accuracy of the prediction models. The feature 
selection algorithms assist in selecting only those rele-
vant features for the prediction algorithms. Instead of 
a complete set of features, feature subsets give better 
results for the same algorithm with less computational 
time. Feature selection has the potential to play an im-
portant role in the agriculture domain, with the crop 
yield depending on multiple factors such as land use, 
water management, fertilizer application, other man-
agement practices and weather parameters. In the pre-
sent study, feature selection algorithms such as forward 
selection, backward selection, random forest (RF) and 
least absolute shrinkage and selection operator (LASSO) 
have been applied to three different datasets. Regres-
sion forecasting models have been developed with selec-
ted features for all the algorithms. The forecasting 
performance of the proposed models was compared us-
ing statistical measures such as root mean square error, 
mean absolute prediction error and mean absolute devi-
ation. A comparison was made among all the feature 
selection algorithms. The regression models developed 
with LASSO, RF and backward selection algorithms 
were the best for different datasets. 
 
Keywords: Crop yield, feature selection, prediction mod-
els, regression framework, statistical measures, weather 
indices. 
 
THE effect of weather on crop growth varies with the stage 
of crop development. The influence of weather on crop 
yield is dependent on the magnitude of weather variables 
and how the weather is distributed across various growth 
stages of the crop. This is because different growth stages of 
the crop have different sensitivities to weather parameters; 
some are sensitive to weather fluctuations, while others are 
not1. Hence, we must divide the entire crop growth phase into 
narrow intervals for accurate forecasts. The interactions bet-
ween weather parameters are crucial and should be in-

cluded in crop–weather models2. Discriminant function 
analysis has been used to develop wheat yield forecast 
models. It has been observed that rainfall and temperature 
during key periods of wheat growth substantially impact 
wheat yield3. As a result, when the number of variables in 
the model increases, more parameters must be evaluated 
from the data. In such conditions, a series with large number 
of observations are required for accurate parameter esti-
mation, which is difficult to obtain. The solution to this 
problem is finding a model based on a small number of 
parameters that can be easily evaluated. Also, it should 
consider the pattern or manner in which the weather is dis-
tributed throughout the crop growth period. The linear  
regression model aims to give an accurate forecast and 
maintain the complexity of the model to a minimum. The 
complexity of a model depends on the set of predictors, and 
determining this subset is known as the variable selection 
or feature selection. 
 Feature selection algorithms are important in data mining 
for finding useless attributes that should be removed from 
the dataset. In predictive analytics, feature selection refers 
to the process of finding the few most important attributes 
or features that are required to develop a model that can 
make an accurate forecast. Feature selection enhances the 
performance of the data mining algorithms and makes it eas-
ier for the analyst to interpret the modelling results. Including 
feature selection in the analytical process has numerous bene-
fits; for example, it simplifies and narrows the scope of the 
features that are important in building a predictive model, 
and it helps save computation time. As the crop yield is 
determined by numerous input parameters, it is vital to find 
important variables and omit the redundant ones, which 
may decrease the accuracy of predictive models4. The feature 
selection algorithms assist in selecting only those relevant 
features in the predictive algorithms5. Instead of a complete 
set of features, feature subsets give better results for the 
same algorithm with less computational time6. Feature selec-
tion algorithms improve the performance of software defect 
prediction (SDP) models. There is no single best feature 
selection method because the performance of different 
methods varies according to the datasets and models used 
for prediction7. Sequential forward feature selection (SFFS), 



RESEARCH ARTICLES 
 

CURRENT SCIENCE, VOL. 125, NO. 6, 25 SEPTEMBER 2023 650 

and recursive feature elimination (RFE) feature selection 
strategies outperform other methods, with the bagging clas-
sifier working best with ten-fold and 70–30% data splitting 
range. Also, RFE with the bagging method outperforms other 
methods8. Feature selection has the potential to play an 
important role in the agricultural domain, with the crop yield 
depending on multiple factors such as land use, water 
management, fertilizer application, other management 
practices and weather parameters. Several variable selection 
techniques are available, like forward selection, backward 
selection, stepwise regression, ridge regression, etc. 
 Forward selection is a stepwise regression that starts with 
a blank model and gradually adds variables. Each time we 
take a step ahead, we add the one variable that improves 
the model the most. Unlike forward stepwise selection, it 
starts with a full least squares model with all p predictors 
and removes the least useful predictor one by one9. The 
least absolute shrinkage and selection operator (LASSO) is a 
regularization approach that minimizes the number of pre-
dictors in a regression model while identifying the most 
significant ones10. In the random forest (RF), high-impor-
tance variables greatly impact the outcome values. Low-
importance variables, on the other hand, may be eliminated 
from a model, making it easier and faster to fit and predict11. 
The correlation-based method gave the best results for alfalfa 
yield prediction12. RF has been reported best for sugarcane 
(Saccharum spp.) yield modelling with data obtained from 
a sugarcane mill13. 

Feature selection algorithms 

Forward selection 

This is an iterative strategy in which no feature is included 
in the model at the start. We keep adding the feature that 
improves the model in each iteration. We keep iterating 
until adding a new variable has no effect on the perfor-
mance of the model. In forward selection, the first variable 
chosen for inclusion in the model is the one with the highest 
correlation with the dependent variable. After selecting the 
variable, it is evaluated using a set of criteria. Two of the 
most common criterion are Mallows Cp and Akaike infor-
mation criterion (AIC). If the first variable chosen meets 
the inclusion criteria, the forward selection process conti-
nues. When no more variables satisfy the entry criteria, 
the process is terminated. 

Backward selection 

This is also called backward elimination. It starts with all 
of the features and eliminates the least significant one at 
each step, which will improve the performance of the model. 
We continue the procedure until no improvement is obser-
ved. This feature selection technique is the reverse of the 
forward selection technique. 

Strengths of forward and backward selection  
algorithms 

• Stepwise selection is a computer-assisted strategy that 
can be used in almost every statistical package. 

• Using stepwise regression to reduce the number of pre-
dictors in the model will increase out-of-sample accu-
racy (i.e. generalizability). 

• Stepwise selection reduces the number of variables, re-
sulting in a model that is simple and easy to interpret. 

• When compared to manually choosing variables based 
on expert opinion, stepwise selection gives a reproducible 
and objective technique to reduce the number of pre-
dictors. 

Weaknesses of forward and backward selection  
algorithms 

• It is not certain that the best feasible combination of 
variables will be chosen. 

• It generates biased regression coefficients, confidence 
ranges, P-values and R2 values. 

• Choosing variables using stepwise regression will be 
highly unstable, especially if the sample size is small 
in comparison to the number of variables to be studied. 

• The causal relationship between variables is not con-
sidered. 

Random forest 

Here feature selection is carried out by determining the 
importance of each variable or feature. The default method 
to calculate variable importance is the mean decrease in 
impurity or the Gini importance. It is possible to compute 
how much each feature decreases the impurity. The more 
a feature reduces impurity, the more important it is. The 
impurity decrease from each feature can be averaged across 
trees in the RF algorithm to determine the final variable of 
importance. 

Strengths of random forest  

• RF does not require feature scaling because it uses a 
rule-based method rather than distance computation. 

• It builds uncorrelated decision trees by implicitly per-
forming feature selection. For this, it builds each deci-
sion tree using a random collection of features. 

• Missing values can be handled automatically using 
RF. 

• Both categorical and numerical data perform well with 
RF. 

• Outliers are normally tolerated well by RF, which can 
handle them automatically. 

• RF is less affected by noise compared to other methods. 
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Weaknesses of random forest  

• It is difficult to interpret. RF gives a sense of how im-
portant a characteristic is but does not provide much 
interpretability of the coefficients as linear regression 
does. 

• It is similar to the black box technique in that one has 
minimal control over the model output. 

LASSO  

This is a regularization technique for reducing the number 
of predictors in a regression model while selecting the most 
important ones. LASSO is a shrinkage estimator with a 
penalty factor that limits the size of the estimated coefficients 
and reduces predictive errors compared to the ordinary least 
squares (OLS) technique. Unlike ridge regression, LASSO 
sets more coefficients to zero as the penalty term increases. 
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is the residual sum of squares, λ the tuning parameter/ 
regularization parameter and |wj| is the LASSO penalty. 

Strengths of LASSO 

• It prefers a collinearity-free subset of features. 
• For better prediction and model interpretation, LASSO 

performs shrinkage and variable selection simultane-
ously. 

Weaknesses of LASSO 

• Regardless of whether all the predictors are relevant, 
LASSO regression will treat the majority of them as 
non-zero. 

• If there are two or more highly correlated variables, it 
will choose one randomly, which is not a good data in-
terpretation technique. 

Materials and methods 

For evaluation of the performance of crop yield forecasting 
models coupled with feature selection in a regression frame-
work, different steps have been followed, starting with data 
collection and ending with a comparison between different 

regression models developed with selected features using 
various FS algorithms.  

Collection of data  

Collection of weekly weather data containing different 
weather parameters such as minimum temperature, maxi-
mum temperature, relative humidity, total precipitation, 
mean temperature and pressure was done. Also, crop yield 
data were collected for the particular districts. 

Data preparation 

From these weekly weather parameters, weather indices 
were developed. The number of weather indices obtained 
varies depending upon the number of weather parameters 
used. 
 Weather indices were developed using the following 
expression: 
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/iw ii jr r ′  is the correlation coefficient of yield with the ith 

weather variable/product of the ith and i′th variables in 
wth week, m the week of forecast, p the number of weather 
variables used, C the constant and T the trend component in-
cluded to account for the long-term upward or downward 
trend in the yield14. 
 The number of indices formed from n weather variables 
= 22( ( )).nn +  
 So, for n = 2, the number of indices will be 6. For n = 3, 
it will be 12 and n = 5, the number of indices will be 30. 

Feature selection 

Weather indices have been used in place of weather varia-
bles. Different feature selection algorithms were applied to 
the weather indices to select important variables that can 
be used for further analysis. 

Forecasting models 

Crop yield forecast models were developed through multiple 
linear regression by taking the district-wise yearly yield 
data with the selected features using different feature selec-
tion algorithms. 
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Comparisons 

Yield forecasts for the testing dataset were carried out with 
all the regression models developed. Finally, a comparison 
among all the regression models developed with the selected 
features using different FS algorithms was made. The 
comparison was made with the help of different measures 
such as mean absolute deviation (MAD), mean square error 
(MSE), root mean square error (RMSE) and mean absolute 
percentage error (MAPE). 

Data description 

The first dataset was collected for wheat crop yield and 
different weather parameters (maximum and minimum 
temperature, rainfall, relative humidity and precipitation) 
for Amritsar district, Punjab, India, provided by National 
Aeronautics and Space Administration (NASA), USA. 
The second dataset was collected for wheat crop yield and 
different weather parameters for Jalandhar district, Pun-
jab, provided by NASA. The third dataset includes wheat 
crop yield data for the Patiala district, Punjab. The weather 
data were sourced from https://power.larc.nasa.gov/. Each 
of these datasets was partitioned into two, of which 80% 
data was used for fitting the prediction models and 20% 
for validation of the results. For all three datasets, 30 obser-
vations were used for training and fitting the models, and 
the remaining seven observations were for testing and vali-
dation purposes.  

Results and discussion 

Feature selection 

The criterion of a model for forward selection is the signifi-
cance level of the predictor. In the present study signifi-
cance level is 0.05, which indicates that the predictor must 
have a P-value less than 0.05 to be included in the model. 
The Gini importance or mean decrease accuracy (MDA) is 
generally used as the criterion for choosing variables in 
the RF model for feature selection. Hence 2, 1 and 1 were 
the most important variables selected for the Amritsar, 
Ludhiana and Patiala datasets respectively. The size of the 
regression coefficient of the variable is used as the criterion 
in LASSO. This regression technique modifies the OLS 
objective function by including a penalty element that de- 
 
 

Table 1. Number of features selected with different methods 

 No. of features selected 
 

Algorithm Amritsar data Ludhiana data Patiala data 
 

Forward selection (FS) 3 5 2 
Random forest (RF) 2 1 1 
LASSO 6 4 7 

creases the coefficients towards zero. A tuning parameter 
λ governs the penalty term. The value of λ for the Amritsar, 
Ludhiana and Patiala districts was 26.097, 48.946 and 
58.803 respectively. 
 Table 1 shows the number of features selected using 
different feature selection methods.  

Predictions 

When the developed linear regression models were validated 
using the testing dataset, different values of the predicted 
variables were observed for different feature selection  
 
 
Table 2. Predicted values obtained from regression models of different 
FS algorithms for wheat yield (kg/ha) data of Amritsar district, Punjab,  
  India 

  Predicted values (kg/ha) 
 

Year Actual values (kg/ha) FS RF LASSO 
 

2011 4283 3937.60 3886.70 4047.08 
2012 4975 4429.98 3861.71 4057.76 
2013 4654 3571.68 3920.52 3398.37 
2014 4869 3879.33 3912.86 4094.43 
2015 3914 4108.16 3706.00 2684.63 
2016 4478 3983.11 4122.84 4238.80 
2017 4948 4672.10 4009.24 4920.20 
2018 4866 3849.94 4097.59 4259.02 
 
 
Table 3. Predicted values obtained from regression models of different 
FS algorithms for wheat yield (kg/ha) data of Ludhiana district, Punjab,  
  India 
  Predicted values (kg/ha) 

 

Year Actual values (kg/ha) FS RF LASSO 
 

2011 4964 4122.80 4293.71 4250.42 
2012 5375 4709.60 4332.56 4497.55 
2013 4853 3699.15 4302.89 3480.69 
2014 5226 3892.81 4306.23 3966.86 
2015 4462 3730.78 4261.76 2936.42 
2016 4670 4495.27 4351.89 4479.80 
2017 5093 4628.78 4362.79 4748.26 
2018 5144 4312.36 4366.89 4289.50 
 
 
Table 4. Predicted values obtained from regression models of different 
FS algorithms for wheat yield (Kg/ha) data of Patiala district, Punjab,  
  India 
  Predicted values (kg/ha) 

 

Year Actual values (kg/ha) FS RF LASSO 
 

2011 4836 4095.57 4274.01 4054.29 
2012 5472 3986.40 4226.55 4025.84 
2013 4798 3387.32 4241.70 3353.21 
2014 4968 3707.88 4256.43 3781.30 
2015 4496 2371.33 4266.21 2642.29 
2016 4585 3901.12 4174.89 3776.82 
2017 5165 4188.49 4169.70 4343.37 
2018 5272 4033.82 4188.08 3984.11 
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Table 5. Comparison of regression models for different FS algorithms for wheat yield (kg/ha) data of Amritsar district, Punjab 

 Mean absolute deviation (MAD) Root mean square error (RMSE) Mean absolute prediction error (MAPE) 
 

Algorithm Training Testing Training Testing Training Testing 
 

FS 260.64 617.93 300.69 703.42  6.79 13.13 
RF 383.80 683.70 500.11 749.15 10.58 14.38 
LASSO 304.84 660.84 366.52 791.46  8.17 14.58 

 
 

Table 6. Comparison of regression models for different FS algorithms for wheat yield (kg/ha) data  
  of Ludhiana district, Punjab 

 MAD RMSE MAPE 
 

Algorithm Training Testing Training Testing Training Testing 
 

FS 217.37 774.43 269.04 846.43 5.02 15.50 
RF 349.52 651.04 447.83 703.83 8.36 12.82 
LASSO 268.98 892.19 316.38 997.52 6.30 18.09 

 
 

Table 7. Comparison of regression models for different FS algorithms for wheat yield (kg/ha) data  
 of Patiala district, Punjab 

 MAD RMSE MAPE 
 

Algorithm Training Testing Training Testing Training Testing 
 

FS 283.57 1240.01 357.25 1313.48 7.16 25.22 
RF 380.94  724.30 462.99  796.03 9.56 14.27 
LASSO 280.94 1203.85 332.30 1256.05 7.00 24.47 

 
 
techniques, as presented in Table 2 for Amritsar district 
wheat yield data. Table 3 for Ludhiana district wheat yield 
data and Table 4 for Patiala district wheat yield data. 
 For the Amritsar district wheat yield dataset, forward 
selection was found to be the best feature selection algo-
rithm. The regression model for LASSO is as follows 
 
 7 8 21

ˆ 1003.50 43.47 15.48 1342.51.* * *Y X X X= + − −  
 
For the Ludhiana district wheat yield dataset RF was found 
be the most efficient algorithm. The regression model for 
RF is: 
 
 1

ˆ 0.521 0.01.*Y X= +  
 
For the Patiala district wheat yield dataset, the best feature 
selection algorithm was RF. The predictive model for RF 
is: 
 
 1

ˆ 0.41 3780.52.*Y X= +  

Prediction accuracy 

Different measures of comparison of prediction, such as 
MAD, RMSE and MAPE, have been used for comparing 
the accuracy of predictions provided by different regression 

models developed on the selected variables using different 
FS algorithms. The lower values of MAD, RMSE and 
MAPE assure a comparatively more accurate model. For the 
Amritsar district wheat yield data, the minimum MAD was 
617.93, minimum RMSE was 703.42 and minimum MAPE 
was 13.13 (Table 5). The minimum values of all three 
measures corresponded to forward selection. For the Lu-
dhiana district wheat yield data, all three measures were 
found to be minimum for RF. The values corresponding to 
MAD, RMSE and MAPE were 651.04, 703.83 and 12.82 
respectively (Table 6). In case of the Patiala district wheat 
yield data, minimum values of MAD, RMSE and MAPE 
were 724.30, 796.03 and 14.27 respectively, and all three 
measures were found to be minimum for the RF algorithm 
(Table 7). The results indicate that for the Amritsar district 
data, the regression model combined with forward selection 
yielded the best results. On the other hand, for both Lu-
dhiana and Patiala districts’ wheat yield data, the regression 
model coupled with the RF algorithm performed the best. 
These findings are further supported by the visualizations 
(Figure 1). 

Conclusion 

The present study was conducted on three separate data-
sets. For all three datasets, 30 weather indices were obtai-
ned. Different feature selection algorithms select features 



RESEARCH ARTICLES 
 

CURRENT SCIENCE, VOL. 125, NO. 6, 25 SEPTEMBER 2023 654 

 
 

Figure 1. Fitting of regression models with different feature selection algorithms for wheat yield (kg/ha) data: (a) Amritsar district, (b) Ludhiana dis-
trict, (c) Patiala district in Punjab, India. 
 
 
based on different criteria. When the feature selection algo-
rithms were compared, the regression model with forward 
selection provided the highest accuracy of prediction for the 
Amritsar district wheat yield. RF was most efficient for both 
Ludhiana and Patiala district wheat yield datasets. Thus 
we can conclude that the weather indices-based regression 
model coupled with feature selection algorithms provides 
greater accuracy for crop yield forecasting. As future scope 
of work, one can explore the possibility of applying other 
advanced feature selection algorithms, such as AdaBoost 
and XGBoost, to name a few. 
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