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Meta-analysis now offers the opportunity to critically evaluate and statistically combine results of comparable studies or trials. Its major purposes are to increase the number of observations and the statistical power, and to improve estimates of the effect size of an intervention or an association. Meta-analysis can be used for the following purposes: to establish statistical significance with studies that have conflicting results; to develop a more correct estimate of effect magnitude, and to provide a more complex analysis of harms, safety data and benefits. A meta-analysis is a safer starting point than a single study, but it would not be necessarily more reliable. A meta-analysis is usually part of a systematic review. It is a heavy-duty effort and is often described as the ultimate study outweighing all others.

However, meta-analysis has many demerits. The main problem is the potential for publication bias and skewed data. Research generating results that do not reject null hypotheses may remain unpublished, or may not be entered into a database. Meta-analysis does the pooled estimate of effect, allows for an objective appraisal of evidence and may reduce the probability of false-negative results. The heterogeneity between study results may be explained and it avoids Simpson’s paradox. A meta-analysis is a statistical procedure for combining numerical data from multiple separate studies. It should only be performed in the context of a systematic review. Its detailed scientific demerits are mentioned below.

Reviews of meta-analysis in agriculture include those of Philibert et al.1 and Brandt et al.2, who suggest that the methodological quality and application of meta-analytical techniques are highly variable. Most meta-analyses in agronomy focus on crop yield response to experimental manipulation1. Yield is however only one criterion by which the performance of cropping systems can be judged: yield stability and resilience, nutritional yield and environmental and economic performance are additionally relevant but less-studied indicators.

This simplification – which also involves subjective decision-making to include or exclude treatments and management regimens – is not inherent to meta-analysis alone. Rather, these issues influence the design and administration of agronomic experiments in general. Yet, the problems of standardization and simplification appear to be amplified by meta-analyses, at times reducing their value for agricultural policy or improving farmer practice.

The framing of meta-analysis is an important yet politically contested topic. Most meta-analyses reviewed highlighted the size and comprehensiveness of their datasets, while implying a capability to answer questions of regional or ‘global’ significance for food production, food security or environmental challenges. The potential of these analyses to achieve unifying conclusions that have global as well as local relevance, however, ironically appears to be undermined by the large geographical scale at which the results tend to be presented. The presentation of ‘global’ average results decoupled from the context-specific and diverse qualities of farming systems is unlikely to inform policy and investment decisions meaningfully nor inform ways to improve farmer practice. Small-plot and research station-based experiments may not represent whole-field or whole-farm functioning and may inadequately reflect cropping system dynamics, and the economic and resource allocation choices made by farmers outside the experimental setting. This problem is inherent to the organization of agronomic research, and appears to be amplified in meta-analysis that combines multiple field trials to generate more comprehensive results.

Meta-analysis has not been able to reduce controversies within agriculture – in some cases, it does just the opposite. While meta-analysis is increasingly popular and is of general scientific interest, we suggest that its use to appraise and prioritize agricultural research and development investments should be carefully employed by considering the analytical limitations of the method. Scientists and policy-makers evaluating the results of future meta-analyses should consider how treatments are defined and constructed, and how papers and data are collected, screened and analysed. Although most assessments of the value of meta-analysis focus on quantitative methods, the ways in which researchers justify, frame and position their research questions are also important, as these factors can condition the ways in which statistical analyses are interpreted and discussed. In addition, a critical evaluation of how researchers interpret data derived from plot-scale experiments and discuss their results in farming systems at a regional or global scale is needed. Lastly, when meta-analysis is applied to highly politicized topics, as is the case with organic and conservation agriculture, a more cautious interpretation of results that recognize the socially and politically embedded nature of agricultural research is required.

Most of the criticisms of meta-analysis are related to the potential error and bias that can result from combining studies. Error and bias in a meta-analysis can stem from a series of interrelated issues.

First, with the mixed studies used in a meta-analysis; differences between studies have been referred to as the apples and oranges problem. For example, it may not be appropriate to employ meta-analysis studies that use different methodologies (e.g. surveys versus experiments), sampling designs, and/or variable measurements. Such methodological variables, however, can be coded and used to test for their impact on the overall findings. In response to the apples and oranges criticism, Glass3 stated, ‘Of course, it mixes apples and oranges; in the study of fruit nothing else is sensible; comparing apples and oranges is the only endeavour worthy of true scientists; comparing apples to apples is trivial.’

Second, the concern with mixing studies also includes the problems associated with methodological quality (garbage in–garbage out). If studies with poor methodological quality are included, the meta-analysis results may be biased. A judgment on the quality of each study by the researcher minimizes this problem. For example, each study can simply be rated as high or low quality. Other methods such as rating threats to internal and external validity5,6 and evaluation of the methodology of each study have been proposed7. These methods are relatively easy to accomplish and can be done as part of setting the standards for study inclusion and exclusion in the early steps of meta-analysis.

Third, the inclusion or exclusion of specific studies can influence error and bias. Glass and coworkers8,9 consistently suggest that a priori considerations of study quality
and differences are not necessary for meta-analysis. Others have suggested means for limiting inclusion/exclusion bias\(^{10,11}\).

Fourth, a related concern has been referred to as the file-drawer problem, which involves the issue of publication bias. This problem arises when a meta-analysis attempts to review all significant and non-significant findings, however, non-significant findings are often not published and the file-drawer problem becomes an important issue\(^{12}\). Methods have been developed to help detect and minimize publication bias\(^3,13\), such as the funnel plot (i.e. a scatterplot of sample size versus estimated effect size for a group of studies\(^{14,15}\), checking the file drawer of unpublished studies and estimating their numbers\(^{16,17}\), trim-and-fill estimates to determine the number of missing studies\(^{18,19}\), and weighted estimation methods\(^{20,21}\). Alternatively, the file-drawer problem can be solved by specifying the standards for inclusion of studies. By limiting the studies to those with adequate power which the researchers also consider would pass high standards of peer-review for publication or funding\(^22\), he/she can eliminate publication bias since the sample is not intended to cover all the studies.

Fifth, using multiple findings from the same study can be a source of bias in meta-analysis because the corresponding effect sizes may not be independent of one another\(^3,23\). Statistical methods are often used to account for effect sizes that are not independent. In the comparative analyses presented earlier, more than one evaluation context could come from a single study. For example, respondents in a single study could rate their perceptions of crowding at the trailhead, on the trail and at the summit of a mountain. One solution is to take an average of the dependent effect sizes in each study, but this approach contradicts the previous literature showing that perceptions of crowding vary by location of the encounter\(^21\). Other solutions may include: (i) treating the effect sizes as independent, (ii) choosing only one effect size from each study, (iii) computing the degree of interdependence from intercorrelations and (iv) computing a weighted average of the correlations\(^{25,25}\). Ultimately, the solution of choice depends on the research question and the magnitude of dependence between the effect sizes\(^{26,27}\). Overall, researchers must balance these concerns (e.g. apples and oranges, garbage in–garbage out, file drawer) against the objectives of the meta-analysis and the research questions to be addressed. Meta-analysis is only as good as the individual studies from which it is composed. The tendency to overestimate the value of the results of a meta-analysis without considering the individual studies should be avoided. Careful documentation of the procedures that were followed can minimize these problems.
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