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Reliability modelling on drivers’ decision during the yellow phase of a signal intersection
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During the yellow phase starts of a traffic signal, the drivers are unable to take quick decisions whether to stop or cross the signal-controlled intersection. This dilemma zone (DZ) can cause a mix-up among drivers during the yellow phase and may lead to accidents. In the present study we use a DZ prediction model for analysis. In this study, approach speed, acceleration/deceleration of different vehicle categories, distance to stop line, offset of yellow time, and presence or absence of countdown timer are considered as the main factors influencing the model. In order to address several drawbacks associated with traditional regression-based models, a kriging-based surrogate model has been developed to explore the drivers’ behaviour during the yellow phase.
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In India, the highest number of road casualties occur at signal intersections. According to a Ministry of Road Transport and Highways (MoRTH), Government of India report road accidents account for 37.8% of total accidents1. Previous studies observed that the dilemma zone (DZ) is one of the most significant parameters affecting the safety at an intersection2,3.

A driver needs to take quick decision based on his experience while approaching the signalized intersections during the initial yellow phase. He needs to decide whether to cross the intersection or halt before the stop line. The virtual area immediately before the stop line is the DZ4, where drivers get confused whether to cross or stop at the intersection. In addition, drivers have a small response time to react. This results in red-light violations (RLVs) leading to safety problems at the intersections during the yellow phase.

To reduce problems associated with the DZ, development of drivers’ decision prediction models has gained huge attention in the last few decades. The evolution of intelligent transportation systems (ITSs) has led to the effectiveness of these models. The system of sensors can be used in these models to accurately predict the drivers’ decision at the intersections and prevent accidents like rear-end and angular collisions.
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This study was conducted to identify the factors affecting drivers’ behaviour during the yellow phase by considering the presence of various vehicle types. Also, in developing countries like India, there is less adherence towards lane discipline, which proliferates the difficulty in prediction modelling. In this study, a surrogate modelling technique is used to examine the factors influencing the drivers’ decision-making process. A surrogate technique develops an approximate model by linking the inputs and outputs. It is an indirect technique to determine the desired output at unknown inputs. The main advantage of the surrogate model is its computational efficiency. In the present study, the surrogate model that has been used for studying drivers’ decision in the yellow phase is based on the kriging approach. To the best of our knowledge, there is no previous study dealing with the uncertainty of the drivers’ decision model using kriging approach.

Gazis et al. developed a deterministic model to express the kinematic DZ based on drivers’ decision during the yellow phase. Zegeer reported another method (DZ II) to calculate DZ at signalized intersections. Several studies have been conducted on driver behaviour at the signalized intersections by taking into account many factors. Some studies reported that few drivers utilize the yellow phase to change the DZ at signal-controlled intersections. The presence of signal countdown timer (SCT) is another major factor, which influences the DZ. The flashing green encourages drivers to make a decision, on whether to cross or halt at the stop line. Overall, the uncertainty of drivers’ behaviour is quite challenging to compute in traditional DZ models. Some researchers developed a stop–go model considering the dynamic nature of the DZ at signalized intersections. The literature review shows that different methods can be used to explain the drivers’ behaviour at offset of yellow phase. Among them, regression techniques are the most frequently used methods. However, Hurwitz et al. studied the drivers’ behaviour during the yellow phase using the fuzzy logic technique. Biswas and Ghosh conducted a comparison study on the stop–go model using various methods, namely logistic regression, ANN and fuzzy logic technique. They proposed a new methodology to combine the two best models (based on their prediction accuracy) by the weighted average technique.

It is well-known that various factors affect the drivers’ decision-making process at the signalized intersections, namely speed, acceleration/deceleration, time to stop line (TTS), distance to stop line (DTS), age of the driver, presence of countdown timer, type of vehicle, type of intersection, duration of yellow phase, green time ratio, RLV, driver reaction time, etc. Additionally, earlier studies mostly concentrated on the development of prediction modelling. Only a few of them analysed drivers’ decision model under heterogenous traffic conditions.

Furthermore, regression technique is found to be the most common method used for this purpose. The regression-based stop–go model is easy to understand and hence, suitable for on-field applications. However, for these regression-based studies, it is simply assumed that the dependent variable is linearly associated with the independent variables. In this process, the least square method is used to minimize the sum of the square of the variance between predicted and observed values. Consequently, the present study aims at developing a stop–go prediction model which addresses several issues associated with the regression model and appropriate for mixed traffic situations.

Eight different approaches at six typical four-legged signalized intersections were selected for data collection based on the criteria suggested by earlier studies. It was observed that last-to-go and first-to-stop vehicles during the yellow phase at the intersections need to be considered for DZ analysis. So, all the vehicles were segregated into different types in the heterogeneous traffic stream. Six intersections with a large number of passenger cars and two-wheelers (either last-to-go or first-to-stop vehicles) posted speed limit 50 km/h from Delhi and Chandigarh, India were considered in this study (Table 1).

Initially, the videography technique was utilized for data collection at selective approaches of each of the intersections. At some sites, it was very difficult to capture a clear view of the approaches to cover at least 100 m upstream from the zebra crossing due to the presence of big trees, visual obstacles and security reasons. So, based on suitability, one camera was installed at a certain vantage point to capture the traffic movement, traffic signal changes and exact location of the vehicles at the approaching lane. It was observed that the yellow phase varied between 4 and 5 sec at all the selected intersections during peak as well as non-peak hours (data were mostly collected during 10 am to 3 pm). Six speed traps were virtually marked on the selected approaching road, each at 10 m interval. The second camera captured the traffic movement from different angles along with the SCT at the signalized intersections.

The video-recorded data were brought to the laboratory for extraction and further analysis. Accordingly, drivers’ behaviour during the yellow phase and the each speed of approaching vehicle were mined from the video data. In order to measure the approach speed, the approach road was divided into speed traps by virtual marking of 10 m interval (Figure 1a). The approach speed (km/h) was measured using the travel time of individual vehicles to cross the speed trap. The displacement–time relationship was used to calculate the acceleration/deceleration of the vehicles. These 10 m speed traps were additionally segmented into minor traps of 1 m interval to measure the DTS more precisely (Figure 1b), as recommended by previous studies. On the other hand, TTS has been...
Table 1. Detailed description of the selected intersections

<table>
<thead>
<tr>
<th>Intersection ID</th>
<th>Location</th>
<th>Target approaches</th>
<th>Target movements</th>
<th>Approach width (m)</th>
<th>Cycle length (s)</th>
<th>Green time (sec)</th>
<th>Yellow time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IS1 (Intersection 1)</td>
<td>Lodhi Road and Bhism Pitamah Marg</td>
<td>North-bound</td>
<td>Through and right turning</td>
<td>9</td>
<td>180</td>
<td>35</td>
<td>5</td>
</tr>
<tr>
<td>IS2 (Intersection 2)</td>
<td>Bhism Pitamah Marg and Kendriya Vidyalaya Lodhi Road</td>
<td>West-bound</td>
<td>Through and right turning</td>
<td>9.6</td>
<td>165</td>
<td>45</td>
<td>5</td>
</tr>
<tr>
<td>IS3 (Intersection 3)</td>
<td>Manimajara and Chandigarh-Panchkula Road</td>
<td>West-bound</td>
<td>Through and right turning</td>
<td>14.6</td>
<td>135</td>
<td>35</td>
<td>4</td>
</tr>
<tr>
<td>IS4 (Intersection 4)</td>
<td>Chandigarh Rail Station Road and Chandigarh-Panchkula Road</td>
<td>West-bound</td>
<td>Through and right turning</td>
<td>13.6</td>
<td>149</td>
<td>29</td>
<td>4</td>
</tr>
<tr>
<td>IS5 (Intersection 5)</td>
<td>Zakir Chowk intersection</td>
<td>East-bound</td>
<td>Through and right turning</td>
<td>9</td>
<td>200</td>
<td>45</td>
<td>5</td>
</tr>
<tr>
<td>IS6 (Intersection 6)</td>
<td>Zakir Chowk intersection</td>
<td>West-bound</td>
<td>Through and right turning</td>
<td>9</td>
<td>200</td>
<td>45</td>
<td>5</td>
</tr>
<tr>
<td>IS7 (Intersection 7)</td>
<td>Pruthvi Raj Chowk second intersection</td>
<td>East-bound</td>
<td>Through and right turning</td>
<td>10.2</td>
<td>270</td>
<td>80</td>
<td>5</td>
</tr>
<tr>
<td>IS8 (Intersection 8)</td>
<td>Pruthvi Raj Chowk second intersection</td>
<td>North-bound</td>
<td>Through and right turning</td>
<td>7</td>
<td>270</td>
<td>45</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 1. a, Speed measurement trap on approach road at 10 m interval. b, Distance to stop line measurement trap on the same approach road at 1 m interval.

It was observed from previous studies that logistic regression method was most extensively used to predict the drivers’ decision during the yellow phase at signalized intersections. In this regard, a binary logistic regression that can well formulate the drivers’ decision at the onset of the yellow phase based on all influencing parameters, can be represented as

\[
\ln \left( \frac{P_i}{1 - P_i} \right) = \varepsilon + \alpha_i X_i,
\]

where \( P_i \) denotes the chance of drivers crossing the signalized intersection during the yellow phase, \( \varepsilon \) is a constant, \( X_i \) is the influencing parameters of drivers’ decision during the yellow phase, namely approaching speed of the vehicles, acceleration/deceleration, DTS, TTS, type of vehicle and SCT and \( \alpha_i \) are the corresponding coefficients of the influencing parameters.

measured from the video. TTS is the time instance during yellow phase when the vehicular wheel touched the stop line at selected approach. In this context, the last vehicle to cross the intersection during the yellow phase in a particular signal cycle is known as the last-to-go vehicle. However, the very first vehicle which can stop before the stop line after the onset of the yellow phase in each signal cycle is defined as the first-to-stop vehicle. In this study, we only considered the last-to-go and first-to-stop vehicles to understand the derivers’ behaviour during the yellow phase\(^8\). Moreover, among the 1468 vehicles selected for analysis during the yellow phase, 96% were either cars or two-wheelers (65% cars and 31% two-wheelers respectively). The drivers’ decision model has been developed based on 1000 data, while the model was validated by 468 external data. Various parameters were obtained from the available data and detailed statistical analysis was carried out (Table 2).
It was observed that all these (above mentioned) independent influencing factors have significant impact on drivers’ behaviour during the yellow phase. Therefore, logistic regression-based drivers’ decision model was developed by considering these factors (at 95% confidence).

In the present study, we have developed a stop–go model at signalized intersections using kriging technique. Kriging has the following advantages compared to other conventional approaches like regression methods:

(i) The functional form of kriging consists of two parts, one is the polynomial trend and the other is the Gaussian process. The Gaussian process minimizes the spatial distance between two points according to an autocorrelation function.  

(ii) The kriging prediction is stochastic in nature, i.e., the variance of prediction is obtained at any prediction point. It should be noted that the prediction variance is a local error measure and hence significantly improves the approximation accuracy.

(iii) The mean kriging estimator interpolates the data, i.e., the variance is zero at these points. Consequently, the kriging estimator is obtained as an unbiased linear combination of the observations with minimum variance and with significantly small dataset compared to the other conventional techniques.  

To the best of our knowledge, no previous studies have used the kriging technique model drivers’ decision of stop and go at signalized intersections.

In the present study, a prediction model was developed based on drivers’ stop or go decision. Consequently, a linear relationship was established to minimize variance (prediction errors) for the unknown dataset. In this context, kriging is a well-known technique to optimize the prediction error. Wang and Kockelman predicted annual average daily traffic using the kriging method.

In the present study, drivers’ decision prediction at the signalized intersections can be expressed as follows

\[ Y_0(x) = \sum_{i=1}^{l} a_i F_i(x), \]  

\[ Y_0(x) = a_0 F_i + \varepsilon, \]  

where \( Y_0(x) \) is an unknown function representing drivers’ decision at the signalized intersections, \( F(x) = [F_1(x), \ldots, F_n(x)]^T \in \mathbb{R}^n \) a known function in the regression model, \( a_i \) are the regression coefficient vectors and \( F_i(x) \) denote the basic functions in the model. \( \varepsilon \) is expected to be a Gaussian stationary process and it can be estimated by eq. (4).

\[ \text{Cov} = \sigma^2 \xi(x_i, x_j), \quad i, j = 1 \ldots n, \]  

where \( \xi(x) \) is a correlation function and \( \sigma^2 \) is the process variance.

\[ \xi = \left[ \begin{array}{ccc} \xi(x_i^1, x_j^1) & \cdots & \xi(x_i^1, x_j^n) \\ \vdots & \ddots & \vdots \\ \xi(x_i^n, x_j^1) & \cdots & \xi(x_i^n, x_j^n) \end{array} \right]. \]  

The best linear unbiased prediction estimation, \( \hat{y} \) of the response \( y(x) \) at random values of \( x \), is defined by eq. (6). The outcomes at the sample points are expressed as \( Y = \{y_1(x), y_2(x), \ldots, y_n(x)\} \).

\[ \hat{y}(x) = \overline{Y}(x) + \xi^T \omega. \]  

In eq. (6), \( \xi^T \omega \) is an interpolation of the residuals part in the regression model and \( \overline{Y}(x) \) is the function part of the model. Thus, all predicted data would be accurately anticipated. Where \( \omega \) is defined by the eq. (8). Now \( \xi(x) \) is a vector indicating the relationship between an indefinite set of values \( x \) and all known datasets for the model

\[ \xi^T(x) = \{\xi(x_i, x_j^1), \ldots, \xi(x_i, x_j^n)\}^T. \]
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\[ \omega = \xi^{-1}(Y - F \hat{a}). \]  

(8)

From the eqs (9) and (10), the unknown factors \( \hat{a} \) and \( \sigma^2 \) can be determined

\[ \hat{a} = \left( F^T \xi^{-1} F \right)^{-1} F^T \xi^{-1} Y, \]  

(9)

\[ \sigma^2 = \frac{1}{n}(Y - F \hat{a})^T \xi^{-1}(Y - F \hat{a}), \]  

(10)

where \( F \) is the column vector containing the values of \( F(x) \) evaluated at each sample value.

Various kriging methodologies have their own correlation functions, which leads to an accurate surrogate. Previous studies have used different correlation functions

\[ \xi(x_i, x_j) = \xi_n(\theta_n, x_i - x_j), \]  

(11)

where \( \theta_n \) are the unknown correlation parameters, and \( (x_i - x_j) \) signifies the distance between two data points.

Several correlation functions, i.e. Gaussian, exponential, linear and generalized exponential correlation function have been used in this study. The expressions of the correlation functions are given below.

Gaussian:

\[ \xi = \exp \left[ -\sum_{n=1}^{\theta_n} |x_i^n - x_j^n|^2 \right]. \]  

(12)

Exponential:

\[ \xi = \exp \left[ -\sum_{n=1}^{\theta_n} |x_i^n - x_j^n| \right]. \]  

(13)

Linear:

\[ \xi = \max\{0, 1 - \theta_n |x_i^n - x_j^n|\}. \]  

(14)

Generalized exponential:

\[ \xi = \exp \left[ -\sum_{n=1}^{\theta_n} |x_i^n - x_j^n|^{\theta_{n+1}} \right], 0 < \theta_{n+1} \leq 2. \]  

(15)

In this study, maximum likelihood for \( \theta_n \) was computed as

\[ \log L(\theta, x_1, x_2 \ldots x_n) = \sum_{i=1}^{n} \log f(x_i | \theta), \]  

(16)

\[ \log L = \frac{n}{2} \log(2\pi) + \frac{n}{2} \log(\sigma^2) + \frac{1}{2} \log(|\xi|) + \frac{1}{2\sigma^2} (Y - F \hat{a})^T \xi^{-1}(Y - F \hat{a}). \]  

(17)

In order to simplify the eq. (17), derivatives are taken with respect to \( \hat{a} \) and \( \sigma^2 \). Further, it was considered that the eq. (17) is equal to zero. The simplified equation is

\[ \log L(\theta_n) = \frac{n}{2} \log(\sigma^2) + \frac{1}{2} \log(|\xi|). \]  

(18)

where \( y_i \) and \( \hat{y}_i \) are the vectors of the actual and predicted values respectively.

The drivers’ decision model was externally validated using data collected from different intersections. In the present study, data collected from the eight signalized intersections were analysed. It was found that the level of heterogeneity was similar in all of them. However, the vehicular composition of traffic was found to vary. In IS1, there was a higher percentage of cars, whereas in IS3 there was almost equal proportion of cars and two-wheelers. Similarly, there was total absence of auto rickshaws in IS2 during the yellow phase. These factors lead to more versatility in the collected data. Table 3 shows that the range for DTS and TTS is notably distinct for passing and stopping vehicles. On the other hand, the range for speed and acceleration overlaps.

The logistic regression based drivers’ decision model to predict the drivers’ behaviour during the offset of yellow phase is given in eq. (1). The probability of a drivers’ decision to cross an intersection is anticipated using various influencing parameters. Table 3 presents the calculated model coefficients for the influencing parameters.

It was observed that the logistic model is usually recognized by models’ chi-square value (for this model it is 9.153), odds ratio, Cox and Snell \( R^2 \) square value and Nagelkerke \( R^2 \) square value (Table 3). In order to interpret the coefficient of various influencing factors (Table 3) indicate that approach speed, acceleration or deceleration, DTS, TTS and vehicle type had significant impact on drivers’ decision at the offset of the yellow phase. Gates and Noyce\(^8\) have made similar observations on the drivers’ decision model. However, SCT was not found to be significantly related to the drivers’ decision during the yellow phase.\(^22\) This proposed model indicates that crossing probability of the drivers increases with increase in
Table 3. Calculated coefficient for various influencing factors of drivers’ decision model based on logistic regression

<table>
<thead>
<tr>
<th>Model variables</th>
<th>Coefficient (α)</th>
<th>SE</th>
<th>Wald test</th>
<th>df</th>
<th>Sig.</th>
<th>Exp (α) or odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTS</td>
<td>-0.014</td>
<td>0.010</td>
<td>2.979</td>
<td>1</td>
<td>0.0016</td>
<td>1.014</td>
</tr>
<tr>
<td>TTS</td>
<td>-0.502</td>
<td>0.124</td>
<td>16.293</td>
<td>1</td>
<td>0.0000</td>
<td>1.652</td>
</tr>
<tr>
<td>Approach speed</td>
<td>0.027</td>
<td>0.008</td>
<td>10.490</td>
<td>1</td>
<td>0.0010</td>
<td>1.027</td>
</tr>
<tr>
<td>Acceleration/deceleration</td>
<td>0.106</td>
<td>0.050</td>
<td>4.500</td>
<td>1</td>
<td>0.0034</td>
<td>1.102</td>
</tr>
<tr>
<td>Signal countdown timer</td>
<td>0.097</td>
<td>0.250</td>
<td>0.151</td>
<td>1</td>
<td>0.698</td>
<td>1.102</td>
</tr>
<tr>
<td>Vehicle type</td>
<td>0.589</td>
<td>0.217</td>
<td>7.361</td>
<td>1</td>
<td>0.007</td>
<td>1.801</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.829</td>
<td>0.536</td>
<td>11.648</td>
<td>1</td>
<td>0.001</td>
<td>0.161</td>
</tr>
</tbody>
</table>

-2 log likelihood  Cox and Snell R square  Nagelkerke R square
524.584  0.518  0.618

Where approach speed of the vehicles (continuous variable), acceleration/deceleration (continuous variable), DTS (continuous variable), TTS (continuous variable), type of vehicle (binary variable, car = 1, two-wheeler = 0) and SCT (if SCT was on = 1, if SCT was off = 0).

Table 4. Proposed model validation dependent on correlation functions

<table>
<thead>
<tr>
<th>Correlation functions</th>
<th>Field</th>
<th>Go</th>
<th>Stop</th>
<th>Total</th>
<th>Percentage accuracy*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>Go</td>
<td>230</td>
<td>24</td>
<td>264</td>
<td>87.12</td>
</tr>
<tr>
<td></td>
<td>Stop</td>
<td>95</td>
<td>109</td>
<td>204</td>
<td>53.43</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>325</td>
<td>143</td>
<td>468</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Overall accuracy</td>
<td>RMSE-0.92</td>
<td></td>
<td>72.43</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>Go</td>
<td>251</td>
<td>13</td>
<td>264</td>
<td>95.07</td>
</tr>
<tr>
<td></td>
<td>Stop</td>
<td>3</td>
<td>201</td>
<td>204</td>
<td>98.52</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>254</td>
<td>214</td>
<td>468</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Overall accuracy</td>
<td>RMSE-0.163</td>
<td></td>
<td>96.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R²</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exponential</td>
<td>Go</td>
<td>231</td>
<td>33</td>
<td>264</td>
<td>87.5</td>
</tr>
<tr>
<td></td>
<td>Stop</td>
<td>10</td>
<td>194</td>
<td>204</td>
<td>95.09</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>241</td>
<td>227</td>
<td>468</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Overall accuracy</td>
<td>RMSE-0.30</td>
<td></td>
<td>90.81</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R²</td>
<td>0.8374</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>Go</td>
<td>217</td>
<td>47</td>
<td>264</td>
<td>82.19</td>
</tr>
<tr>
<td></td>
<td>Stop</td>
<td>11</td>
<td>193</td>
<td>204</td>
<td>94.60</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>228</td>
<td>240</td>
<td>468</td>
<td>87.61</td>
</tr>
<tr>
<td></td>
<td>R²</td>
<td>0.8357</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The number of accurate drivers’ decision prediction by the Kriging model.

Percentage accuracy in model prediction = \( \frac{\text{Number of accurate predictions by the model}}{\text{Number of actual drivers' decision}} \times 100 \)

The proposed model has a good \( R \)-square value (0.93) and low RMSE value (0.163) showing the goodness-of-fit for the model. Several correlation functions were used in this study, though the best results were obtained with the Gaussian correlation function (Table 4). The overall accuracy of the kriging model was 96.58% with high precision in both stop and go anticipation based on 468 external data, which were not used in model development. Table 4 gives the combination of the all four predication matrices obtained from logistic regression method and approach speed and acceleration of the vehicles. The overall precision of the logistic regression-based drivers’ decision model was 72.43% under the heterogeneous traffic condition. However, the stopping probability anticipation on the vehicles during the yellow phase was poor in the present prediction model (53.43%).

Previously, several stop–go models were developed incorporating combinations of different parameters. The base kriging approach is typically used in cases where uncertainties of the stopping probability are involved.
Kriging methods (with three various functions). Also, prediction for the stopping vehicles was equally good in Kriging base prediction models with three different functions. While, the passing decision predictions were comparatively low in the kriging models with exponential and linear correlation functions. Table 4 also shows the outcomes from the kriging models with Gaussian, exponential and linear functions.

Similarly, Gates and Noyce\(^8\) show that the regression based driver’s decision model overall prediction was 82% during the validation process by 61 external data. Yang \textit{et al.}\(^2\) concluded that the fuzzy logic (82.5%)-based drivers’ decision model performed (in terms of accuracy) comparatively better than drivers’ decision by logistic regression (80.5%). Similar outcomes were found by Biswas and Ghosh\(^7\). They concluded that ANN and fuzzy logic technique-based drivers’ decision models perform better than the logistic regression model. However, this outcome contradicts the conclusion drawn by Shen and Wang\(^1\).

Figure 2 illustrates that the possibility of crossing increases as approach speed increases, TTS decreases, DTS decreases and acceleration increases. In the drivers’ decision model, critical points (i.e. 0.5% or 50% of crossing probability) of the crossing probability of DTS are found to be 17.3, 30.5, and 45.0 m, when TTS is 3, 2, and 1 s respectively. On the other hand, 0.5% of crossing probability is reached when the approach speed of vehicles is found to be 8.5, 24.0 and 40.5 km/h and TTS is 2, 3 and 4 s respectively.

The main aim of this study was to understand of the characteristics of drivers’ behaviour in the DZ under mixed traffic condition. In this regards, regression-based stop–go models are most commonly used for this purpose. While, a surrogate model using kriging approach has been utilized to develop drivers’ stop–go decision model due to several limitations of the regression model. Cars were found to be the most predominant vehicle category. It is interesting to note that characteristics of stopping are significantly different from crossing vehicles. The study compared the three most cited and widely used kriging correlation function models, with the same dataset.

The kriging method was highly accurate in predicting the stopping as well as moving vehicles. Also, correlation function is one of the major attributes in the prediction model. Three different correlation functions were used in this model. The Gaussian correlation function provides the best outcomes among them. Several other influencing parameters can be identified and added in the model to improve the prediction accuracy. Further research to develop surrogate models can be done utilizing other techniques apart from the kriging model.

The present study has been carried out in major cities in India, where non-motorized vehicles are restricted on major roads. On the other hand, smaller city roads have a high proportion of non-motorized vehicles. Hence, their effect along with the drivers’ gender and age may influence the drivers’ decision at signalized intersections, and these need to be explored in the future.
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