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An attempt is made to present some challenging
problems (mainly to the technically minded
rescarchers) in the development of computational
models for certain (visual) processes which are
executed with, apparently, deceptive ease by the
human visual system. However, in the interest of
simplicity (and with a nonmathematical audience in
mind), the presentation is almost completely devoid
of mathematical formalism. Some of the findings in
biological vision are presenfed in order to provoke
some approaches to their computational models. The
development of ideas is not complete, and the vast
literature on biological and computational vision
cannot be reviewed here. A related but rather
specific aspect of computational vision (namely,
detection of edges) has been discussed by Zuckeri,
who brings out some of the difficulties experienced in
the classical approaches.

Space limitations here preclude any detailed
analysis of even the elementary aspects of infor-
mation processing in biological vision. However, the
main purpose of the present paper is to highlight
some of the fascinating problems in the frontier area
of modelling mathematically the human vision

system.

‘Facts not yet accounted for by available theories are of
particular value for science, since it is on them that its

development primarily depends.’
A. Butlerov’

SEEING is obvious to us, as human beings. However, on
careful examination, we discover that the problem of
how we identify objects — how we are able to tell cats
from dogs, chairs from tables —is a fundamental one.
Hebb’ was one of the early workers to have made a
serious attempt to analyse it.

Recognizing patterns (and taking action on the basis
of the recognition) is the principal thing that most living
systems do. It appears that one can learn much from a
study of the way biological systems operate. Perhaps for
this reason, vision has always been a paradigm problem
for artificial intelligence (Al). Of course, there exists a
considerable knowledge of the physiology of nerve
cells and the neuroanatomy of certain insects and
mammals (including man)’, but this has not yet provided
us with an implementable logical design for the brain,
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not even for one aspect like vision. One constantly
wonders whether we can treat the eve as the ‘window’
through which we can examine more efficiently the
workings of the brain!!

In this context, it is appropriate to look back and
analyse Turing’s classic essay®, which provides an
affirmative answer to the question ‘Can machines
think?” He suggests that the machines (namely, digital
computers) can be built which will be able to ‘compete
with men in all purely intellectual fields’. Turing begins
with an attempt to define the meaning of the terms
‘machine’ and ‘think’, and decides, in the interest of
avoiding ambiguity, to replace the question by another
which is relatively unambiguous, involving an ‘imitation
game’, in which three objects participate: a computer, a
human being and an interrogator. The goal of the
imitation game is to be able to distinguish between the
human being and the machine, by querying both of them
appropriately.

It is also known that the operations of the nervous
system in processing information are fundamentally
different from those a computer would perform under a
similar situation’. Moreover, the operations the nervous
system performs apparently lack logical precision and
arithmetical depth. Nevertheless, the brain executes
complicated tasks, using its own logic and arithmetic,
with an efficiency unmatched by any known automaton.
A comparison between the brain and the computer
should refer to their (hardware or physical) components
and their organization, as well as the representation and

transmission of information:

e In the digital computer, the paradigm (which
dominates computation) is that information must be
digitized to guard against noise and degradation. Note
that digitization imposes precision on an inherently
imprecise physical system. A neuron, in contrast, is
an analog device: its computations are based on
smoothly varying ion currents rather than on bits (on—
off ) representing discrete ones and zeros. Yet, neural
systems are generally accepted to be superbly
efficient information processors.

e The connections among the neurons are NUMeErous —

any neuron may receive many thousands of inputs in a
three-dimensional distribution. In contrast, the
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connections In a digital computer are limited to a
small number, in a two-dimensional distribution.

¢ While the neurons operate about a million times more
slowly than stlicon chips, they are capable of doing
millions of operations simultaneously, while the
compuler operates in a serial, one-step-at-a-time
fashion.

e The individual neurons in the retina consume one ten-

milhionth as much power as the digital counterparts
do.

e Neurons operate with far less precision than the
digital computer.

Therefore, biological computation 1s very different
from its digital counterpart, and any modelling of the

former is to be made only in terms of the tasks of

information processing that they pe.form In other
words, the visual processing tasks are to be decoupled
from the hardware that performs them (see note 1).

Turing-type question for vision

The Turing question of relevance to vision is: Can
machines see {see notes 2 and 3)?

If our goal is to understand the information processing
aspects of vision, we need to distinguish, according to

O .
Marr’, among three levels of analysis:

1. Computational theory. What is the problem of vision,
and in what manner can (and do) the physical cons-
traints enable a unique solution to be determined?

2. Algorithm. A clear procedure to implement the
computational theory.

3. Implementation. Hardware or neural-ware realization
of the algorithm.

As far as a theoretical answer is concerned, it should
be added here that there are many perceptual processes

(like illusions) whose problem specification (in the

sense of Marr) itself is not clear.

In order to provide a practically (as distinct from
logically) satisfying answer to this question (see note 4),
the words ‘machine’ and ‘see’ are to be defined
appropriately. As far as the equivalent ‘imitation game’

question is concerned, it has to be framed 1n such a way
as to bring in a robot with cameras as eyes, as a

participant. The human (H) and the two-eyed robot (R)

are to be presented with questions by the interrogator

who displays on the television screen, for both H and R,
the same images of the various scenes. The Turing-type
interrogation can be proposed. Both H and R are to
answer questions related to the contents of the images
displayed on the screen.

In fact, one wonders whether the question and answer

method (in the imitation game) proposed by Turing is
appropriate for pitting the human against the machine
for ‘seeing’. Interestingly, in Turing’s imitation game
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the slowness and inaccuracy in arithmetic are the human
weaknesses, and hence betray the human if he were to
act as a machine. But not so n ‘seeing’ (see note 5)!

In the manner of Turing’s disclaimers, it should be
added that we should not ask whether the machines at
present available would be able to see, bul whether there
are imaginable machines which would. The formulation
of test questions for the imitation game in ‘scemng’
appears to be an interesting research problem by itself.
A typical question could, for instance, be: Given an
image of a scene as an input (for example, the image of
Figure |), can the machine prinl out on a typewriter a
statement about what objects the scene contains and
where they are?

Recognition of patterns and machine vision

[n any attempt to automate recognition capabilities of
biological vision, we should analyse how we (as
humans) recognize the difference between, say, a square
and a circle? Or, in general, how does a biological
organisim abstract the attribute of shape of an object (see
note 6)? Observe that a square is recognizable as such,
by humans, in different sizes and orientations and in
different parts of the visual field. (In terms of biology,
the recognition of a square is obviously independent of
the particular groups of retinal cells excited.)

A visual image on the retina is nothing more than a
pattern of light, and patterns are a collection of contours
and edges, which in turn are defined as regions of sharp
changes in intensity of light falling on the retina. One of
the basic properties of the visual system is 1ts sensitivity
to contrast, the ability to detect an edge or a contour,
which is determined by a change in brightness and dark-
ness across the visual field. It is astonishing that our
eyes execute complicated visual tasks (like distinguish-
ing between a shadow and a pothole) with phenomenal
ease. In fact, the human retina is estimated to perform
more than 10 billion calculations per second before an
image even reaches the optic nerve.

The major goal in machine vision is automatic
recognition of objects, which implies that a corres-
pondence be found between elements of the unage and
an a priori representation of objects in the world. 1t is
not yet clear what type of prior world knowledge is
really the heart of the matter. A recent paper by
Pavlidis'' offers some subjective comments on the
reasons for the relatively slow rate of progress in
machine vision in the last quarter of the century.

if the literature is any guide, whatever systems have
been designed and built in the various laboratorics of
the world work in specialized domains only, requiring
careful lighting and imaging conditions. For instance,
bin-picking (i.e. picking objects jumbled together in a
bin, not laid out flat without occlusion) is still beyond
our reach, There appears to be nothing of sigmificance in
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