Understanding deep earth dynamics: a numerical modelling approach
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Enhancement in computing power and better data availability have paved the way for deciphering the earth’s deeper dynamics and have provided viable explanations for various surface phenomena. Tools such as seismic tomography, numerical modelling and geophysical observations such as stresses, gravity anomalies, heat flow, etc. have helped us in addressing the mechanisms of plate driving forces, anomalous geoid variations, cratonic stability, topographic support, intraplate earthquakes and similar outstanding issues in geodynamics. Due to lack of direct observations from deep earth, numerical modelling has aided considerably in learning about subsurface processes. With better algorithms being developed everyday, it is the right time to tap their potential to push the frontiers of human knowledge.
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Introduction

In the past 10,000 years, the time-span when modern humans have inhabited and dominated the earth, we have made steady progress to understand the planet we live in. Utilizing the strong foundations laid by scientists like Hutton, Wegener, Wilson and Rayleigh, amongst many others, earth sciences has progressed expeditiously in the last century. Research advancements in seismology, sea-floor spreading, ocean bathymetry and geomagnetism paved the way for the most ground-breaking discovery in the field of earth sciences, the theory of plate tectonics. This century could see extraordinary progress in understanding subsurface dynamics of the earth, owing to the ongoing developments in computing.

The fundamental concern of geophysicists is to unravel the underlying physics behind the earth’s processes. The earth is much more dynamically active than other planets (in the solar system), in terms of ongoing plate tectonics, convecting mantle, magnetically unstable core and vibrant atmosphere, thus providing a unique hospitable environment to sustain life. Earth is also rife with heterogeneities and complexities. Thus, understanding the earth and its processes is more intriguing and challenging. Significant technological advancements in the field of supercomputing and better algorithms to process the data have opened up new doors for geophysicists. Research in seismology, mantle and core dynamics, and mineral physics has benefited greatly from it.

The field of geodynamics deals with processes associated with the lithosphere and the mantle, and how these processes interact to result in surface expressions such as volcanism, mountain-building, earthquakes, rifting of continents, plate motions, gravity anomalies, etc. However, to study and understand these subsurface processes, we have to resort to indirect methods. Seismic tomography is the most popular and reliable method, which uses seismic data generated from earthquakes. Seismic tomography depicts the lateral deviation of velocity (\(\delta V\)) from a 1D reference velocity model such as preliminary reference earth model (PREM). Lower than average velocity could be the result of lower density material, and higher than average velocity could be due to higher density material. Seismic tomography has been successful in tracing subducting slabs, upwelling plumes, cratons, large low shear velocity provinces (LLSVPs), and several anomalous zones in the earth’s interior.

Due to uncertainties and limited knowledge about deeper earth, numerical modelling proves to be a powerful tool to understand its dynamics. Lately, high-performance computing is widely used to study mantle convection and lithosphere dynamics, and how they relate to surface observations. The current research in computational geodynamics addresses many interesting questions about the earth. Some of these are: How does viscosity vary inside the earth and what role does it play in affecting convective flow within the mantle? How is strain accumulated and released at the plate boundaries? What is the mechanism of intraplate earthquakes? How have cratons survived for billions of years? How are mountains formed and supported? What gives rise to geoid anomalies? How do mantle and lithosphere couple to explain surface processes and what are their relative contributions? Here we give a brief overview of some of the aforementioned questions that we address using numerical modelling, tomography and other geophysical parameters.
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Geoid anomalies

Geoid is defined as a surface of equal gravitational potential which coincides with the mean sea level, and it is always perpendicular to the direction of gravity. Geoid anomalies result due to the variation of geoid surface from the reference ellipsoid. Geoid is best used to infer mass distribution within the earth’s mantle\(^\text{13,14}\) and is preferred over gravity as it is more sensitive to deeper sources.

The global geoid undulations are obtained with the help of satellites. Further, the geoid could be predicted through mantle convection modelling that takes into account seismic tomography models and history of past subductions along with radial viscosity variations (RVVs) and lateral viscosity variations (LVVs). The effects of RVVs on geoid are well studied by Richards and Hager\(^\text{15}\). They concluded that there is an increase in the earth’s viscosity from upper to lower mantle. However, the effects of LVVs on geoid are still under debate\(^\text{15–19}\).

The observed geoid has several anomalous zones in the form of highs and lows (Figure 1). The long-wavelength geoid highs are attributed to the presence of Pacific and African superplumes, while the short wavelength highs are well explained by subducting slabs\(^\text{13}\). The major regions of the geoid low are the Indian Ocean, Ross Sea, northeast Pacific Ocean and west Atlantic Ocean. Most of these geoid lows are ascribed to Mesozoic (250–70 Ma) subducted slabs\(^\text{20}\). However, geodynamic models have failed to replicate the geoid lows by incorporating lower mantle slabs from seismic tomography or from plate reconstruction history. Spasojevic et al.\(^\text{21}\) revealed that geoid lows are associated with slow and fast seismic velocities in the upper and lower mantle respectively. The Indian Ocean Geoid Low (IOGL), south of the Indian subcontinent is regarded as the lowest geoid anomaly on earth with a value of \(-106\) m south of Sri Lanka\(^\text{22}\). Negi et al.\(^\text{23}\) proposed that such lows are caused by undulations on the core–mantle boundary (CMB) in agreement with the hypothesis that undulations on CMB cause long-wavelength geo-potential anomalies\(^\text{24,25}\). Rajesh\(^\text{26}\), on the other hand, attributed IOGL to the presence of major density voids at depths of \(-1800\) km. Another study\(^\text{27}\) proposed that IOGL results due to the accretion of low-density subducted Indian/Tethyan lithosphere at \(-660\) km discontinuity. A recent study\(^\text{28}\) found seismic evidence for dehydrated slab graveyards above CMB beneath the Indian ocean, and linked it to IOGL. So the source of IOGL is still an open question and requires more studies in order to provide a definitive answer.

What supports topography?

It has been established that most of the surface topography has been created by thickening or thinning of the crust/lithosphere, which is a result of plate tectonics; but what has sustained these topographies over geological times? Airy\(^\text{29}\) and Pratt\(^\text{30}\) put forward the idea of isostasy as the major contender for supporting topography. Since then there has been significant technological advancement in understanding the nature of mantle convection and seismic tomography, leading to various long-wavelength topographies being attributed to the radial component of mantle flow, termed as dynamic topography\(^\text{31,32}\). The viscous stresses generated from interaction of mantle flow with surface boundary are balanced by gravitational stresses arising from vertical deflection of the surface\(^\text{33}\). The surface deflects upward in case of diverging flow (e.g. ridges) leading to positive dynamic topography,
while it deflects downward when the flow is convergent (e.g. subduction zones), resulting in negative dynamic topography. The amplitude of dynamic topography is directly proportional to the intensity and depth of mantle flow. The wavelength (or spatial extent) of dynamic topography is determined by the scale and depth of the mantle flow. As dynamic topography is usually transient in nature and has a low amplitude, it is hard to separate it from the isostatic part of topography. One way of distinguishing between isostatic and dynamic support is by using geoid-to-topography ratio (GTR)\(^{34,35}\). The amplitude of dynamic topography is estimated by subtracting the isostatically compensated topography from the total topography. The resultant topography is also known as residual topography\(^{36,37}\) (Figure 2). Various studies predicted global dynamic topography well using mantle flow models\(^{38-41}\). However, mantle flow models overestimate the amplitude of dynamic topography. The third type of support comes from the bending of the lithospheric plate known as flexure\(^{42,43}\). This support is purely elastic as opposed to isostatic and dynamic support.

Free-air gravity anomalies were shown to be good indicators of dynamically supported topography. However, Molnar et al.\(^{44}\) argued that very small free-air gravity anomalies (<30 mGal) are associated with long-wavelength topographies, and most of them can be explained by isostatic equilibrium. To answer the apparent paradox, a recent study\(^{45}\) showed that even without significant free air gravity anomaly, there could exist sizable dynamic topography using self-gravitating, viscously stratified earth models.

Over geological timescales, rocks behave as viscous material and have a tendency to flow. Hence topographically high regions tend to flatten out with time. However, regions with high elevation like the Tibetan plateau have sustained for a long period of time. So the question arises: what could have supported these topographies for such a long time? Horizontal mantle flow provides an effective mechanism for supporting these high topography regions\(^{46}\).

**Stability of cratons**

Cratons are the stable parts of continents, where deformation has ceased at least from 750 Ma (Precambrian)\(^{37}\). From seismic and xenolith studies, it has been found that the cratons generally have thick roots of more than 200 km (Figure 3)\(^{48-50}\). Additionally, they are characterized by high seismic velocity\(^{48}\) and low heat flux\(^{51}\). However, Singh and Negi\(^{52}\) estimated high Moho temperatures in the Indian shield region and argued that this behaviour may be related to Deccan Trap volcanism and Himalayan orogeny.

Stability of the cratons is a unique problem in geophysics as it contradicts the concept of crustal recycling by mantle convection. Moreover, most of the cratons became stable during Archean (2500–3750 Ma)\(^{53,54}\), when mantle heat flux was higher to support more vigorous convection\(^{55}\). There could be two end-member solutions to this problem\(^{56}\): (a) either cratons could resist deformation, or (b) they were avoided by the deforming agent (like mantle convection). Initial proposition was given by Jordan\(^{57,58}\) that the cratonic mantle is compositionally buoyant, which gave it additional stability. Later, Lenardic and Moresi\(^{59}\) showed that only buoyancy cannot provide the stability; rather it requires a strong material to resist deformation. Lenardic et al.\(^{59}\) further demonstrated in their
Figure 3. Global map of lithospheric thickness. Blue regions corresponding to higher thickness are due to stable continental cratonic roots. Newly formed mid-oceanic ridges observed as white regions have the least lithospheric thickness on earth.

Figure 4. Schematic showing how lithosphere dynamics and mantle convection contribute to the forces driving plate tectonics.

numerical modelling studies that cratonic stability could be obtained by applying suitable viscosity, thickness, yield strength and surrounding weak zones.

The problem of cratonic stability is being addressed during the last 40 years either by theoretical or numerical approach, but a realistic 3D earth-like model is yet to be developed. Models proposed by Lenardic et al., have shown cratonic stability till 175 Ma, which is quite a short period of time compared to earth’s history. Yoshida, numerically showed the stability of cratonic blocks till 2000 Ma, by using a very high viscosity contrast between the craton and surrounding materials. However, validation of this assumption is yet to be confirmed.

Furthermore, the thickness of the cratonic lithosphere has been difficult to constrain by seismic tomography and receiver function studies as lithosphere–asthenosphere boundary is not sharply defined at many places. Recent studies have suggested a thickness of 200–250 km by incorporating the effects of anisotropy on seismic velocities. However, at shallower depths (100–140 km) beneath these cratons, strong conversions from compressional-to-shear wave (P–S) and shear-to-compressional wave (S–P) have been found. This led some researchers to believe that the thickness of the cratonic lithosphere might be less than expected, which contradicts tomographic and other geophysical and geochemical
observations. Therefore, such conversions have been recently attributed to the presence of an intracontinental discontinuous zone of either partial melt or dehydrated material, or both, around depths of 100 km (ref. 65), known as mid-lithospheric boundary (MLB)\textsuperscript{66}. However, the presence of MLB on a global scale is still a controversial topic.

**Forces driving plate tectonics**

The forces that drive plate tectonics and cause deformations which lead to mountain-building, rifting of continents, volcanism, etc. are not well established. Geodynamic modelling takes into account two main forces driving plate tectonics: the first is due to gravitational potential energy (GPE) variations, and the second results from long-wavelength tractions produced by density-driven flow in the mantle.

In addition to varying crustal thickness and topography, GPE variations also arise due to lateral density variations within the lithosphere. In simple terms, high GPE area has high-density material or high topography, or both. Similarly, a low GPE will reflect the presence of low-density material or low topography. GPE gradients give rise to deviatoric stresses which cause deformation. The long-wavelength flow driven by density anomalies within the mantle generates tractions that act at the base of the lithosphere, also producing deviatoric stresses (Figure 4). These tractions are modelled via fluid dynamical models of convecting mantle flow driven by density variations as inferred from tomography and subduction plate history (cf. refs 67, 68).

A major question till date is how do mantle tractions couple with the lithosphere and to what extent? Few studies have tried to address this question by modelling both sources\textsuperscript{69–74}. These studies showed that coupling depends on the viscosity variations. A low-viscosity asthenosphere would decouple the mantle from the lithosphere, while a highly viscous one would enhance the coupling. Another interesting and controversial question is: do mantle tractions assist or resist plate motion? Ghosh et al.\textsuperscript{69} argued that in areas like the Nazca plate, eastern North America, North Atlantic, Indo-Australian plate, etc. mantle flow is driving plate motion. On the other hand, in places like western North America, the northern part of South America and southern Africa, tractions are resistive, and so plates are driving the mantle flow (Figure 5).

**Intra-plate earthquakes**

With the advent of GPS data, we are able to measure plate movement and deformation more accurately. Although we are still not able to predict earthquakes, but we can make realistic forecasts. If an active fault zone is locked and GPS data suggest strain build-up, the region might be storing up energy to be released in the form of earthquakes\textsuperscript{76,77}. Large devastating earthquakes like Sumatra (2004), Haiti (2010), Tohuku (2011) and Nepal (2015) made us realize that accurate forecasting of earthquakes is extremely important.

Typically, earthquakes occur at plate boundaries which are continuously deforming, but what about those that happen in the interior of continents, away from the plate
boundaries? These types of earthquakes are generally referred to as intraplate earthquakes (IPEs). A major subset of IPEs occurs in stable continental regions (SCRs) (Figure 6). The most widely accepted theory of plate tectonics is unable to explain the occurrence of IPEs. One might argue that IPEs occur on palaeo-faults or weak zones, which were once part of active tectonics. Studies have repeatedly reported significantly low geodetic strain rates in SCRs like New Madrid Seismic Zone (NMSZ) (0.2 mm/yr) (refs 79, 80), Europe (0.2 mm/yr) (ref. 81), South Africa (0.6 mm/yr) (ref. 82) and Australia (0.2 mm/yr) (ref. 83), which are all seismically active. These values are almost indistinguishable from zero and no other seismically active SCRs have been identified with measurable strain rates. So without any significant strain rate, how are earthquakes materializing in these defunct faults?

Although of lower magnitude than plate boundary earthquakes, IPEs could be more calamitous because they impact areas that are not accustomed to earthquakes and where buildings are not usually seismically retrofitted. For example, the 2001 Bhuj, India earthquake ($M_w$ 7.7)
claimed about 20,000 lives\textsuperscript{85,86}. Even the 1993 Latur earthquake, which was of moderate magnitude ($M_w$ 6.2), claimed thousands of lives\textsuperscript{87}. Therefore, there have been several attempts to understand IPEs and their probable causes. Studies have been carried out to find a correlation between intraplate seismicity and some other physical parameter. It had been proposed that higher heat flow values might weaken the crust and thus make SCRVs prone to seismicity\textsuperscript{88}. Regional studies in NMSZ\textsuperscript{29} (site of the three famous 1811–12 $M_w$ $>$ 7 earthquakes, and continued seismicity of $M_w$ < 5 till now), western Europe and southern Australia\textsuperscript{90}, all tell different stories. Thus, no clear correlation has been established between heat flow and IPEs. A different, widely accepted notion is that IPEs tend to happen more in ancient rift margins. Schulte and Mooney\textsuperscript{75} presented the updated SCR earthquake catalogue and assessed the correlation of IPEs with ancient rifts on a global scale and found that it has been overestimated in the past (36% occurred in non-rifted crust). Other models have suggested that seismicity in continental interiors could be due to intersecting faults\textsuperscript{91}, crustal anomalies\textsuperscript{92,93}, etc. Mooney et al.\textsuperscript{94} used S-wave seismic velocity anomaly\textsuperscript{94} to find a correlation with SCR seismicity. They found that for the North American continent, stable continental cratons ($\delta V_s$ $>$ 5) are least prone to seismicity, while there is a clearly visible increased seismicity at the edge of these cratons. However, our recent work has suggested that correlation with craton edge is strong for North America, but weak for other continents. To further scrutinize the correlation, we have used a recent tomography model (SEMUCB-WM1)\textsuperscript{95} and found that seismicity patterns are different for each continent. Also, Australia showed a stark contrast to the results of Mooney et al.\textsuperscript{94}. However, this is an ongoing research and more work is required to draw a definitive conclusion.

Another major issue regarding IPEs is how stress builds up in these areas. Models have used lateral viscosity variations\textsuperscript{94} and crustal density variations\textsuperscript{89} to explain seismicity. Lately, geophysical parameters like gravitational potential energy, dynamic topography, large-scale tectonic forces, and glacial isostatic adjustment (GIA) have also been used to explain the occurrence of IPEs\textsuperscript{97,98}. Therefore, there is no consensus on explaining IPEs and they remain an exciting topic of research.

**Large low shear velocity provinces**

Mantle convection has two major components: rising plumes and downwelling slabs. The origin of downwelling slabs lies in subduction zones while the origin of plumes is a topic of active research. Some researchers believe that hotspots (intraplate volcanism) have a shallow source\textsuperscript{99,100}, while others argue that their sources are deeper, originating from the margins of LLSVPs\textsuperscript{101–103}. LLSVPs are massive anomalous zones with velocity deviations of $\delta V_s$ $<$ $-$1% near CMB\textsuperscript{104,105}. Tomography has been used extensively to study them and many tomography models\textsuperscript{106,107–109} have captured two LLSVPs, one under the Pacific Ocean and the other beneath the African continent (Figure 7).

The LLSVP under the Pacific is more or less elliptical, but the shape of the LLSVP under Africa is rather elongated. The overall shape and size of these low-velocity zones differ from model to model, with differences in short scales\textsuperscript{105,109}. It has been modelled and hypothesized that LLSVPs have different thermal and chemical properties than the surrounding mantle\textsuperscript{110–112}; thus, these are also termed as ‘thermochemical pile’. LLSVPs are stable for a longer period of time and are considered to have a higher density than the surrounding mantle\textsuperscript{113,114}.

Two theories have been proposed to explain their genesis: they have been accreting continuously from the beginning of the earth\textsuperscript{115,116}, or an already present layer (formed from differentiation process during early earth) gradually shaped into the current LLSVPs\textsuperscript{117–119}. The stability of these structures depends on the amount and rate at which material is being added and lost in the form of subducted slabs and plumes respectively, which is currently unknown.

Plumes have been traced recently using tomography\textsuperscript{7}. These plumes rising from the margin of the LLSVPs have been linked to large igneous provinces (LIPs), hotspots (e.g. Hawaii, Reunion, Yellowstone), and Kimberlites (South Africa)\textsuperscript{101–103,120}. These hotspots often result in the formation of LIPs (e.g. Siberian trap and Deccan trap) as a result of intense volcanism. All hotspots and almost 80% of the LIP sources have been linked to the margin of the LLSVPs, thus bolstering the theory that hotspots and LIPs have deep mantle sources, as opposed to shallow sources. Moreover, numerical models have confirmed the feasibility of plumes from the CMB\textsuperscript{103,121}. However, it is still unclear how these plumes interact with the overlying lithosphere\textsuperscript{122}.

A logical question that comes to mind is how do these low-velocity (low-density?) zones have density variations such that they are stable and reside at the CMB? Even though the assumption is that velocity is proportional to density, the relation is subject to temperature, pressure and chemical composition. The chemical properties of material change a lot under intense pressure as we go deeper into the earth. Although the existence of LLSVPs is well established, there exist several unanswered questions regarding them.

**Discussion**

The last few decades have seen a lot of progress in understanding the deeper dynamics of the earth. Although seismic tomography has proved to be a useful tool to
infer about subsurface lateral density distribution\textsuperscript{3,123–125}, it has always been a major concern to relate seismic velocity to density perturbations. Generally, a velocity–density scaling ($R_s = \frac{\ln v}{\ln \rho}$) is used to convert seismic velocities to densities based on mineral physics experiments. The scaling is still not well constrained throughout the mantle and is based on the assumption that density perturbations are purely thermal in origin\textsuperscript{126,127}. However, this assumption does not hold for portions of the upper mantle beneath compositionally distinct cratons\textsuperscript{58,128} and the lower mantle close to the CMB, as revealed by various studies\textsuperscript{123,124,129–131}. Another prominent evidence against the solely thermal origin of mantle heterogeneities comes from significant variations observed in bulk sound and shear wave velocities in deep mantle\textsuperscript{123,130,132,133}. In deep mantle, the correlation between seismic velocity anomalies and density perturbations was found to be weaker at some places, and even anti-correlated in some regions, the indicating presence of compositional heterogeneities\textsuperscript{123,131–133}. Thus an important question is whether compositional variations play a major role in affecting overall mantle convection\textsuperscript{108}, which is still unanswered.

Another major debate in the geophysical community has been about the existence of plumes, as they are not integral to the theory of plate tectonics. As opposed to subducting slabs, mantle plumes were not detected in seismic tomographic images. Only very recently, French and Romanowicz\textsuperscript{2} traced vertical low velocity anomalies beneath several hotspots up to a depth of 1000 km, thus supporting the deep origin of hotspot magma. Another school of thought believes that hotspots have much shallower magma sources similar to mid-oceanic ridges, which are driven by shear processes in the top layer (plate tectonics) and not by deep upwellings\textsuperscript{99,100}.

Although density variations are the main drivers of mantle convection, viscosity also plays an important role. Our knowledge about viscosity structure of mantle is quite limited. A major hindrance to model mantle flow is the unavailability of realistic viscosity profiles. Radial viscosity distribution can be inferred indirectly from geophysical observations such as geoid\textsuperscript{134} and GIA studies\textsuperscript{135,136}. However, the effect of lateral viscosity variations on mantle convection is still not well established\textsuperscript{17–19}.

Increase in computing power and better quality of data have given geoscientists a new tool to access the mysteries of the earth. For example, the recent US Array experiment, that explores the lithosphere and upper mantle structure beneath North America using seismic waves, is giving us an unprecedented view of many subsurface structures and mechanisms. Be it imaging the pathways of fluids and magma within the earth, understanding the earth’s deformation, or looking into deep earth’s structure, current research in geodynamics is giving us more clues about how this planet works. We have made steady progress to achieve our aim to comprehend our planet, but we still have a long way to go.
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