Current Science, December 5, 1988, Vol. 57, No. 23

1277

FLOSOLVER: A PARALLEL COMPUTER FOR FLUID DYNAMICS

U. N. SINHA, M. D. DESHPANDE and V. R. SARASAMMA

Natonal Aeronautical Laboratory, Bangalore 5660 017, Ind.

ABSTRACT

This paper describes Flosolver, a parallel processing computer designed and bwult at the
National Aeronautical Laboratory, (NAL). The computer has two nodes each having four
processors based on Inte] 8086-8087 chips. In each node one of the processors acts as host and
has access to a section of the private memory of the remaining three processors through the
Multibus. Inter-node communication is done using parallel ports. Synchronization and inter-
processor communication are done by passing the message through the global memory. Prior to
execution the host processor loads the absolute codes from a disk to the respective processors.
Several fluid dynamical problems of practical interest have been solved on Flosolver using con-
current algorithms, and these show that it is comparable in speed with mainframes available in

the country.

INTRODUCTION

COMPUTERS have come to play an important role
in the development of fluid mechanics during
the last two decades'. The differential equations
governing fluid flow have been known for about two
centuries, but til] recently it had not been possible to
solve them except in very simple cases. Applications
of these equations to problems of practical interest
had to wait till adequate computing resources were
developed. The complexity of the problems that can
be solved depends on the power of the machine
available. For example, computing speeds of the
order of hundreds of MFLOPS (Million FLoating

Point Operations per second) are now feasible; a

decade ago this speed was only a few MFLOPS. The
growth rate of the speed has been so enormous that
machines performing GFLOPS (1000 MFLOPS) are
now a practical reality. As the power of the
machines incrcases more difficult problems have
been tackled, but there is a growing demand for still
more powerful computers among fluid dynamicists,

[ lowever, the scene in India is different, Compu-
ter speeds generally available are esy than one
MFLOPS. This clearly puts the practice of computa-
tional fluid dynamics (CIFD) workers at a great
disadvantage. Acquisition of powerful main frames
poses problems. On the other hand there is the
possbility of using several smaller mochines to work
together on a bigger problem, This has become
attractive because of the revolutionary growth in
micioprocessor technology. But this is possible only
of the hardware and the assoctated system software
support  concurrent/parallel processing, and  the

nature of the problem solved 15 such that the
algorithm is amenable to such a computation. It may
be pointed out that this requires the synchronmzation
of all the processors to work together, and the
handiing of inter-processor communication.

Implementation of such ideas has been termed
concurrent or parallel processing™®. In parallel
processing various processors act on the same task
whereas In concurrent processing various processors
act on independent sub-tasks which get integrated at
a later stage. The two ideas are conceptually similar,
the difference being one of level. Implementation at
a coarser level is termed as concurrent processmag
and that at a finer level as parallel processing.
However, we use the two terms interchangeably,
even though the term concurrent processing is more
appropriate in the present context,

Many fluid mechanics problems can be divided
into several parts such that each one of them can be
assigned to a separate processor, Although these
ideas look simple and obvious they arc not easy to
implement. It may be mentioned here that ¢ven
though the theorctical designs of a highly parallel
computer were discussed in the carly? 6lls it was
only in the 80y that the firvt machine was made
operational ', It turns out that for the same number-
crunching capability, such an approach i far more
cost effective as campared to the caleulations made
on o main frame machine, provwded appropriate
software is avarlable.

With this in view we embinked i 19860 on the
Flosolver project, whose abjective was “to dewgn,
deyelop, tabricate and wse a suitable parallel proces-
sing computer for the appheation to flnd dy namical
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and aerodinamucal problems™. This paper describes
our expenence to-date.

PRESENT APPROACH

The computational approach 1o solve complex
flow problems demands large computing require-
ments'. Since these problems are amenable to
concurrent processing, the objective was to build a
machine which 15 tailor-made for this purpose.
Howeser. the need for custom-made fabrication and
for the system software. to integrate these proces-
sing elements and to handle inter-processor com-
mumication. are serious constraints. With this in
mind various contemporarv approaches were exa-
mined to evolve the best suited one for our purpose.

These contemporary approaches can be classified
into two broad groups. depending on whether the
memory 1s shared by all the processors or each
processor has its own local memory and inter-
processor communication 1s achieved through dedi-
cated hardware. Sequent Balance, Flex and Butter-
fly are some typical machines belonging to the
former class: in the latter class, we have the Cosmic
Cube from Caltech or iPSC from Intel and
Columbia’s concurrent machine. It may be noted
that a clear-cut distinction between these two classes
t5 not always possible as there are many examples
where both features are combined. Cedar is an
example of this class.

The Cosmic Cube from Caltech has been most
widely discussed in the literature for concurrent
processing. This is a network of 64 Intel 8086
processors. These processors are connected by a
network of point-to-point communication channely
in the topology of a binary 6-cube. The network has
node-to-node bidirectional 2 Mb/s serial links. Each
node has its own operating system. Thus the Cosmic
Cube is a muluple instruction and multiple data
(MIMD) type machine which uses messages passing
for communication between concurrent processors.

Each one of the paralle] machines mentioned
above had custom-built hardware, at least in part
and associated software that was very specific to the
machine concerned. In the NAL context the
custom-bulding of the hardware or even procure-
ment at component level was out of the question
because of the time scale involved, as well as the
uncertainty about their availability in the Indian
market.

This narrowed down the choice to basing the
design on available hardware with minimal modifi-
cation. Also, an attempt was made to use the

available sequential software to its fullest extent, so
that the development of software for building the
machine was reduced to a minimum. The choice of a
private memory for each processor to work upon its
assigned task, and of a global memory to achieve
Inter-processor communication and synchroniza-
tion, seemed logical.

Commercially, computers have emerged integrat-
ing on the same card the CPU (Central Processor
Unit), memory and other support chips needed for
handling input/output (1/O), etc. The growth in
multiprocessing has given rise to the idea of a bus
through which a common memory could be accessed
by various processors residing on different boards.
The bus is a series of control, address and data lines,
supported by the peripheral chips meant for control-
ling the priority, timing, etc. Synchronization of the
tightly coupled processors and inter-processor
communication involving large volume of data are
difficult tasks using commercially available buses
even when the number of processors is small, since
they are not designed with the objective of concur-
rent processing. It is for this reason, that the
hardware used in the machines mentioned earlier
had to be custom-built.

Intel has marketed single board computers with a
standard bus interface known by the trade name
Multibus-I. These seemed to provide convenient
building blocks for the proposed machine at NAL,
and were adopted for the Flosolver.

On the software side, the sequential software
available on the single-board computer was planned
to be supplemented by writing an executive program
which will synchronize and handle inter-processor
communication. The Concurrent Executive of the
Flosolver was developed for this purpose,

ARCHITECTURE AND SYSTEM SOFTWARE

The Flosolver machine built at NAL has two
nodes—node 1 and node 1A, each having four
processors based on intel 8086-~8087 chips at 8 MHz
clock speed. Node 1 has imited onboard memory of
128 KB per processor and 4 global memory shared
by each processor of 512 KB. To overcome the
difficulty of limited onboard memory, Intel cards
having onboard memory of 512 KB were acquired.
Four of these cards constitute node lA.

In each node one of the processors acts as the host
which runs Intel’s real time operating system called
iIRMX. The host processor controls a 36 MB
Winchester disk, floppy drive, dot matrix printer
and console. It alvo has access to a section of the






